PSEUDO-CHARACTERS
(AN EXTENDED DISCUSSION OF §7 IN MAZUR’S PAPER)

VLADIMIR DOTSENKO

While preparing these notes I used many sources, but the primary one is [I]. Some of the proofs
there were a bit confusing, so I came up with their alternatives and/or modifications; I take full
responsibility for possible mistakes this note contains as a result. The key statements reproduced
here were first obtained by Taylor [5] (theorem [4)) and Nyssen [3] and Rougier [4] (theorem [f)).

Below A denotes a local commutative ring (more restrictions on A will be introduced when
needed), and R an algebra over A. No assumptions on R are really needed, though of course, our
main candidate is R = A[[II]] for a profinite group II. This assumption, according to previous
sections of Mazur’s paper, will guarantee the uniqueness in Theorem [f] in some cases, while we
only claim existence (since traces determine representations uniquely under the assumption that
the reduction is absolutely irreducible). Whenever we work with pseudo-characters of degree d,
we assume that d! is invertible in A.

1. INTRODUCTION TO PSEUDO-CHARACTERS

Let f be a central function on R, that is an A-linear map R — A such that f(xy) = f(yx) for
all z,y € R.

Definition 1. We shall now define mappings Si(f): R®* — A. Let 1 ® --- ® x, € R®".
For a permutation o € X, let 0 = ¢;---¢ be its decomposition into disjoint cycles, let f., =
f(TaiTasy *** Tay,, ), Where a1, ..., @in, are the numbers permuted by ¢; in the induced cyclic
order (since f is central, it is well defined on products that are defined up to a cyclic permutation
of factors), and finally let f, = fc, fe, -+ fe,- We put

Se(f)(@1,...,m5) = Z (=1)7 f,.

oEX

This formula is useful, but for some statements it’d be nice to have an alternative definition
that allows for nice inductive proofs.

Proposition 1. Mappings S.(f): R®* — A can be defined recursively as Si(f) = f, and

k
St (@1, wen = f@r)Se(F) (@, mr) = Y Se(F)(@1, s Timt, i1, Tt 7).
=1

Proof. In the formula for Si11(f) as a sum over all permutations, let us, for each m, the sum-
mands corresponding to permutations where k£ + 1 belongs to the cycle of length m. For m = 1,

these summands together give f(zk11)Sk(f)(z1,...,zk). For larger m, we can “glue” xyy1 to its
preimage, recovering Sk (f)(1,...,Ti—1, TiTkt1, Tit1,- - -, Tk) as the contribution of all the terms
with o1 (k + 1) = i. O

The following result, first noticed by Frobenius, will be motivational for us. The proof below is
due to Rouquier.

Theorem 1. If f is a character of some d-dimensional representation p: R — Matq(A), then
Sk(f) =0 for k> d.

Proof. First, it is enough to prove our result for R = Matg(A), f = tr (looking at the image, and
noticing that if we prove our result for the matrix algebra, it surely remains true after a restriction

to its subalgebra). Second, it is enough to consider the case A = Z[x%), 1<4,j<d,1<I<Ek+1],
1
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because this means that our polynomial identity will hold for matrices with generic coefficients.
Finally, the field of fractions of a finitely generated ring Z[xl(-j-), 1<i,7<d,1<1<k+1]can be
embedded in C, so it is enough to prove our result for A = C. Moreover, since S (f) is multilinear
and symmetric, it is enough to prove that Sk(f)(z,z,...,z) = 0 (indeed, it follows from the
polarisation trick: to go back to non-equal arguments, set * = cix1 + ... + cpxk, and look at the
coefficient of ¢; - - ¢ there). Finally, since Si(f) is invariant under conjugation and continuous,
we may assume that z can be diagonalised.

Let us look at the space W = (C%)®*. On this space, there is the diagonal action of Maty(C)
and the action of o permuting the factors. Our idea is to use the fact that

Sk(f)(x,z,...,x) =try ( Z (—1)"3:0) .
o€Xy
How does one see that this formula holds? To compute the trace of xo, we note that in the basis
of eigenvectors e; ..., eq of z, the tensor e;; ® --- ® e;, contributes to the trace if and only if it
is fixed by o, which happens if and only if the function j +— i; is constant on each cycle of o. If
we denote by a, the value of this function on the cycle c,, then the eigenvalue of this eigenvector
is )\laclll ---)\Lcl”7 where \; are eigenvalues of  on C% Adding this up over all eigenvectors, we

obtain tr(zo) = tr(z!l) .- tr(z!*!). Finally, alternating this over o € ¥, indeed gives the formula
for Si(f) we expect. It remains to notice that > (=1)°zc ==z > (=1)°0, and Y (-1)%0c

ocXy AN o€l
projects onto the alternating elements in (C?)®*, but there are no such elements for k > d, so the
operator is equal to zero, and as a consequence its trace is equal to zero. O

Remark 1. Before we move further on towards understanding functions determined by vanishing
conditions for Sg41(f), let us make a historical remark. For Frobenuis, the previous theorem was
not the end of the story either, but his direction of work was about using the expressions S (f) to
factorise group determinants. For a finite group G, the group determinant D¢ is the determinant
of the matrix Mg over the ring A of polynomials in variables x4, g € G, whose rows and columns
are indexed by elements of GG, and the element at the intersection of the row g and the column A is
Tgp—1. Essentially, it is the “determinant of the Cayley table of G”. Dedekind noticed that for small
groups the prime factor decomposition of the polynomial D¢ (over an algebraically closed ground
field) was somewhat remarkable, and, after several attempts of understand that decomposition in
general, introduced Frobenius to this question (in two letters written in the spring of 1896). This
led Frobenius to the discovery of the theory of characters of finite non-Abelian groups. His main

result may be stated as follows. Let a =3 ;49 € A[G]. Then

D¢ = H Sn; (i) (a,a,...,a)",
ied
where the product is over all isomorphism classes of representations of G, n; is the dimen-
sion of the corresponding representation, and x; is its character. Moreover, each polynomial
Sn; (x:)(a, a, ... a) is irreducible.

Definition 2. A central function f is said to be a pseudo-character of degree d if Sqi1(f) = 0,
but Sy4(f) is not identically zero. (Clearly, the recursive formula of Lemma [1| implies that in this
case Sk(f) =0 for all k > d.)

Proposition 2. The trace of a d-dimensional representation R — Matg(A) is a pseudo-character
of degree d. (As always, whenever we mention pseudo-characters, we assume that d! is invertible

inA.)

Proof. We already know that tr is a pseudo-character of degree at most d. Clearly, tr(1) = d.
Suppose that tr is a pseudo-character of degree d’ < d. Applying the recursive formula of LemmalT]
to compute Sg 1 (tr)(z1,..., 24, 1), we get

0= (tI‘(].) - d’)Sd/ (tr)(xl, ey acd/) = (d - d/)Sd/ (tr)(ml, N ,{Ed/),

but since d! is invertible this would imply Sy (tr)(z1, ...,z ) = 0 identically, a contradiction. O
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The following basic property of pseudo-characters is proved in a similar way, and will be used
many times in this note.

Proposition 3. If f: R — A is a pseudo-character of degree d, then f(1) =d.

Proof. Applying the recursive formula of Lemmato compute Sqy1(f)(x1,...,24,1), we see that
Sd+1(f)(x17 cees Td,y 1) = (f(l) - d)Sd(f)(xh v 7$d);

and by induction
Sa1()(1L,.., 1) = fFM)(FA) =1)--- (f(1) = d),
S0
FOFA) =1)---(f(1) —d) =0,
Since d! is invertible, the difference of every two factors f(1) —d’ and f(1) —d”, that is d” —d’, is

invertible, so at most one of them belongs to the maximal ideal of A, and the others are invertible,
so f(1) is an integer between 0 and d. If f(1) = d’ < d, we have

0 = Sd+1(f)(a:1, ey X, 1) = (d/ — d)Sd(f)(xl, e ,a:d),

but d’ — d is invertible in A, so Sg(f)(z1,...,%4), a contradiction. O

If f1, ..., fn are pseudo-characters of degree 1, that is homomorphisms R — A, then f1 + fo +
-+ + fq is a pseudo-character of degree d, since it is the trace of the d-dimensional representation
fi® - ® fq. The next proposition shows that the most naive generalisation of this result holds.

Proposition 4. The sum of a pseudo-character of degree n and a pseudo-character of degree m
is a pseudo-character of degree m + n.

Proof. The following proof works over rationals; it is easy to show that in fact it is only necessary
to assume that (m + n)! is invertible (which we need to assume since we are dealing with a
pseudo-character of that degree). Note that

k
Sk @, 12) = (k= 1) ;<_1)l+1f(ml)5“<?,f”“f)}' -

(we break the sum over permutations according to the length of the cycle containing k). This
easily yields a differential equation for the formal power series
tk
56 = 1+ 3 S0k

k>1

namely

Hi(t)= [ D (=) (e | Hy(t),

1>1
and solving that equation, we obtain
IRUYN
Hy(t) = exp | 31T
>1
Therefore,
Hypyg(t) = Hy(t)Hgy(2),

from which our statement is almost immediate. O

To show even larger similarity between pseudo-characters of degree d and traces of d-dimensional
representations, let us define a general construction associated to a given pseudo-character f: the
characteristic polynomial with respect to f; those coincide with the usual characteristic polyno-
mials in the case of traces, and share key properties with them in general. First, we recall the
following basic fact about symmetric functions.
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Proposition 5 (Newton’s formulae). There exists unique polynomials ag,...,aq—1 in the ring
Z [%} [s1,...,54] such that for the specialisation at the point s, = o +. .. —|—a’d“, where 1 < k < d,
and aq, ..., ag are some complex numbers the following identity holds:

th+ag_1(s1,. .5t + -+ ar(se, .o sa)t+ ao(st, .., sq) = (E—aq) - (E— o).

Definition 3. Let A be a ring where d! is invertible. We define the characteristic polynomial
P, ¢(t) € A[t] of an element z € R with respect to a function f: R — A as the specialisation
of the polynomial t¢ + ag_1(s1,...,84)t%  + -+ ai(s1,...,84)t + ao(s1,...,8q) at the point
sp=f(zkF), 1<k <d

Theorem 2. For a ring A as above, and a central function f: R — A with f(1) = d, we have
Sar1(f)(@,z, ... x,y) = (1) f (Pr s (2)y).

Proof. The formula for Sgy1(f)(z,x,...,z,y) as a sum over permutations shows that the polyno-
mial Q. f(t) defined by the formula

Qus(t)= S (=17 f@ll)-- f(aleralyler

oEX g1
satisfies the property
Sd+l(f)(x7x7 cee ,x,y) = f(Qr,f(x)y)>

is of degree d, and its leading coefficient is (—1)?d! (each of the d! cycles of length d+ 1 contributes
(—1)%). It remains to prove that Q, ; = (—1)¢d!P, ;. Similar to Theorem it is enough to prove
that for A = C, R = Mat4(C, f = tr, and = a diagonal matrix, which we can assume to have
distinct eigenvalues. By Theorem (I, Sqi1(f)(z,z,...,z,y) = 0 for all y, so Q s(x) = 0. This
means that Qg ¢(t) is divisible by the minimal polynomial of =, which in our case coincides with
P, ¢(t), so since these polynomials are of the same degree and with the same leading coefficient,
the theorem follows. O

Corollary 1 (Weak Cayley—Hamilton theorem). For a pseudo-character [ of degree d, we have
J(Prg(x)y) =0

identically in x,y.

To make the above result imply the usual Cayley—Hamilton theorem, we need to make an
assumption that our character is “non-degenerate”.

Definition 4. The kernel Ker(f) of a central function f: R — A consists of all elements z € R
for which f(zy) = 0 identically in y.

Because f is central, Ker(f) is a two-sided ideal. One can prove that for a semisimple rep-
resentation, the kernel of its character is equal to the kernel of this representation in the usual
sense.

Definition 5. A pseudo-character is said to be faithful if its kernel is trivial.
Our definitions make the following statement obvious.

Theorem 3 (Cayley—Hamilton theorem). If f is a faithful pseudo-character of degree d, then for
every x € R we have
Pz,f(:c) =0.

2. PSEUDO-CHARACTERS OVER A FIELD

Theorem 4. Let k be a separably closed field, f: R — k a pseudo-character of degree d. Then f
is the trace of a semisimple representation p: R — Maty(k).

Proof. The proof consists of several steps. Note that we may replace R by R/ Ker(f) and assume
that f is faithful.

Lemma 4.1. Our algebra is semisimple: Rad(R) = 0.
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Proof. Let us first show that all elements « € Rad(R) are nilpotent. That is fairly easy: if we
denote by t* is the first power of t that appears in the characteristic polynomial of z, we see that

0= P, () = az' (1 +2Q()),

where a € k*, and @ is some polynomial. Since zQ(x) belongs to the radical, 1 + zQ(z) is
invertible, and we conclude that z! = 0.
Next, let us show that f(z) = 0 for z € Rad(R). If 22 = 0 then we note that 0 =

Sq1(f)(z,z,...,x) = f(z)! (all other terms are equal to zero) so f(x) = 0 since we are
working over a field. If 22 # 0 but 2* = 0, our argument shows that f(z?) = 0 for d > 2, so again
0= Sq1(f)(x,z,...,0) = f(x)™!, and so on. Since we already know that all elements of the

radical are nilpotent, this iterated squaring will do the job.
Finally, since for 2 € Rad(R) and y € R we have xy € Rad(R), we conclude that f(xy) = 0 for
all z € Rad(R),y € R, so for each « € Rad(R) we have = 0 because f is faithul. O

If we knew in addition that R is a finite-dimensional algebra, then we would conclude that is
is a product of matrix algebras over division rings (in fact, over k, since k is separably closed, d!
is invertible, and by Cayley—Hamilton every element is annihilated by a polynomial of degree d).
We would like to make that conclusion now, but for that we shall have to work a bit more.

Lemma 4.2. For a nonzero idempotent e in R, the value f(e) is an integer between 1 and d.

Proof. We shall use the property Sy 1(f)(e,e,...,e) = 0. Using the fact that e? = e, and the
recursive formula of Lemma [I| we conclude that

f(e)(f(e) =1)---(f(e) —d) =0,

so f(e) = d for some 0 < d’ < d, since we work over a field. Finally, if f(e) = 0, then by
Cayley—Hamilton e? = 0, but e? = ¢, so e = 0. (]

In fact, in this lemma we don’t need to assume that k is a field, it would be enough to work
over a local ring A, arguing as in the proof of Proposition [3] We shall be using it later on.

The previous lemma guarantees that R cannot have more than d pairwise orthogonal idempo-
tents (and as a consequence it has at most d isomorphism classes of simple modules). Indeed, if
e1, ..., e are orthogonal idempotents, the element e; + e3 + - - - + ¢ is also an idempotent, and

d> fler+ex+--+ex) = fler) + flea) + -+ fler) = k.
We are ready to prove

Lemma 4.3.
R ~ Matgy, (k) @ ... ® Matg, (k).

Proof. Let Vi, ..., V. represent the classes of isomorphisms of simple R-modules. For each
simple module V, the algebra D = Endg(V) is a division algebra. We regard V as a right
module over D, so there is a natural morphism from R to Endpe» (V). By Jacobson Density
Theorem, this morphism is surjective if V is finite-dimensional, and contains Endpo» (V') for
V' C V of arbitrary large dimension over D in its image otherwise. (Sketch of a proof: for an
n-tuple of elements x1,...,x, € V that are linearly independent over D, we can consider the R-
submodule R (z1,...,2,) C V™. Since it is a submodule, we can find an R-equivaiant projection
7: V" — R-(x1,...,2y), so that 7 € Endg(V"™) = Mat, (D). For T € Endper(V), we have
m(Tx1,...,Txy) = (Txy,...,Txy,); on the other hand, by the definition of 7, there exists r € R
such that 7(Tx1,...,Tx,) = (ray,...,rx,).) This immediately means that V' cannon be infinitely
dimensional, since elements of the matrix algebra Mat,, for n > d are not generally annihilated
by polynomials of degree d, which is the case for R by Cayley—Hamilton. We conclude that the
morphism R — Endper (V) is surjective, therefore every element of D (and hence of D) is anni-
hilated by a polynomial of degree d with coeflicients in k. Since d! is invertible and k is separably
closed, this implies that D = k. Finally, the kernel of the map R — End; (V1) @ ... ® Endg (V)
coincides with the radical, so that map is an isomorphism. O
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Let us conclude the proof of our theorem. Let ey, ..., e, be the idempotents of the respective
matrix algebras; these are pairwise orthogonal idempotents that add up to 1. We see that for
every x € R

Fle) = 3 fleiwe)) = 3 flesre).

since for i # j we obtain f(e;ze;) = f(eje;x) = 0. The map = — f(e;xe;) is a pseudocharacter
of R which is only nonzero on the matrix algebra e;Re;, so it is sufficient to classify pseudo-
characters of matrix algebras. Note that a central function on a matrix algebra is proportional to
the trace. (Indeed, since for i # j we have E,;; = E;;E;; — E;; E;;, a central function vanishes on
non-diagonal matrix units, and since E;; — E;; = E;;Ej; — Ej;E;5, all values on diagonal matrix
units are equal.) But if f(z) = ctr(x), we see that f(E11) = ¢ is an integer between 1 and d by
Lemma 2] Therefore f is the sum of ¢ copies of the standard representation. O

Examining this proof, it is easy to obtain the following

Corollary 2. If f is a pseudo-character of degree d which is faithful and irreducible (that is not
a sum of two pseudo-characters of smaller degrees), then R ~ Maty(k).

Remark 2. Buchstaber and Rees [2] showed that if A us a finitely generated commutative algebra
over C, and f: A — C is a pseudo-character of degree d, then there exist ring homomorphisms
fis-.o, fa: A= Csuch that f = f1 + -+ f4. (An important corollary of that is the fact that if
we let ®4(A) ={f: A — C| Sa41(f) =0, f(1) = d} then, as affine varieties,

Sym’(®1(4)) = @4(4),

which, for example, gives an elegant and economic system of equations for the symmetric power
Sym?(C™).) This result in fact follows from Theorem 4| since a semisimple representation of a
commutative algebra is a direct sum of one-dimensional representations.

3. PSEUDO-CHARACTERS OVER A LOCAL RING

From now on we assume that A is a Henselian local ring, and that the residue field k = A/m is
separably closed.

Theorem 5. Suppose that f: R — A is a pseudo-character of degree d for which the reduction
f+ R — A/m to the residue field is irreducible, that is not a sum of two pseudo-characters of smaller
degrees. Then R/Ker(f) ~ Matq(A) and f is the trace of the representation R — R/ Ker(f) ~
Matd(A).

Proof. First of all, we can factor out the kernel of f right away and assume that f is faithful.

Lemma 5.1. The radical Rad(R) coincides with preimage of the kernel of f under the canonical
projection R — R/mR.

Proof. Let us denote by J the preimage of the kernel of f under the canonical projection. Then,
first,
R/J ~ (R/mR)/Ker(f) ~ Matq(A/m)

(the latter isomorphism holds because of our previous results, and irreducibility of f), so R/.J is
semisimple, and therefore Rad(R) C (J). Also, if x € J, then f(z) € m, and moreover f(zy) € m
for all y € R. In particular, f(z°) € m for all i > 0, so by Cayley-Hamilton % € m - A[z]. This
means that for the ring B = A[z] which is of finite dimension over A, the ring B/mB is local,
hence B itself is local with the maximal ideal (m,z). Consequently, 1+ z is invertible in B, hence
is invertible in R, so 1 + J consists of invertible elements. We conclude that J C R. Altogether,
this means that J = R. O

In other words, this lemma can be formulated as
R/Rad(R) ~ (R/mR)/Ker(f) ~ Maty(A/m).

This formulation brings us very close to what we want to prove.
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Lemma 5.2. Let u and v be two orthogonal idempotents in R/Rad(R). Then there exist two
orthogonal idempotents e and f in R which project into u and v.

Proof. First, let us remark that by Cayley—Hamilton, every one-generated A-subalgebra of R is
finite-dimensional over A, so is Henselian once A is. Let us take some r that projects into u; in
the commutative subalgebra A[r] C R, we can lift u to an idempotent e. Let us take some element
b that projects into v. The element a = (1 — e)b(1 — €) also projects into v, and ea = ae = 0. Let
us put z = a® — a. Clearly, ze = ez = 0. If z = 0 we are done, so we may assume z # 0. However,
since a projects into an idempotent, z € Rad(R). We observe that (2a—1)? = 4z+1 € 1+Rad(R),
so 2a — 1 is invertible. In R, we can solve the equation w? + w + ﬁ = (0; moreover, we may
lift the solution w = 0 that exists in R/ Rad(R), so w € Rad(R), and w commutes with e (we can
work inside the commutative subalgebra generated by (%1%1)2, each element of which commutes

with e). Let z = (1 — e)w. Then xz—i—x—i——i—ﬁ =0,ex =2ze=0. Let f =a+2(2a—1).
Then f2 = f, ef = fe =0, and f projects into v because x(2a — 1) is in Rad(R). O

Note that we proved more: for every lifting e of u there is a lifting of v. We shall use it later.

Lemma 5.3. Let u and v be two orthogonal idempotents in R/ Rad(R) which are related: there
exist elements p € u[R/Rad(R)]v and ¢ € v[R/Rad(R)Ju in such that pg = u, gp = v. Then the
orthogonal idempotents e and f lifting uw and v in R are related as well: there exist x € eRf and
y € fRe such that xy =e, yx = f.

Proof. Let g € eRf and yy € fRe be some lifts of p and ¢. Since zgyy — e € eRe projects to
zero, we see that xoyo is invertible in eRe (note that e is the unit of eRe). Let eze be its inverse:
xoyoeze = e; the element eze projects into u in u[R/Rad(R)]u. Let us put x = xg, y = yoeze.
Then we already have xy = e, and we still have x € eRf and y € fRe, and y still projects into q.
What about yz? The element g = yx — f satisfies

¢ =yryr —yzf — fyr+ f=yer —yxf — fyz+ f=yx—f=g

because z € eRf and y € fRe. So, g is an idempotent that projects into 0 in R/Rad(R), so
belongs to the radical. But a nonzero idempotent cannot belong to the radical, so yz = f. O

Lemma 5.4. Suppose that the elements e;; € R/Rad(R), 1 < i,j < d, are such that e;jel =
0jrei. Then there exist elements E;; € R lifting those for which E;jEy = 6;5E;.

Proof. By Lemma the orthogonal idempotents ey, ..., e, can be lifted into orthogonal
idempotents E1q, ..., En,. (Induction: if we already lifted ei1, ..., egr, we apply the lemma to
the two orthogonal idempotents ei; + - - - + ex and exq1 g+1.) Also, the pair Eqq, Eyy is related
by the elements Ey, € E11REy, and Eyy € EgpREq;. It remains to put E;; = E; Eyj; clearly,
the required relations are satisfied. O

We are almost ready to conclude the proof of Theorem Since by Lemma the quotient
R/Rad(R) is isomorphic to the matrix algebra, we can find elements E;;, 1 < 4,5 < d that
generate a subalgebra Maty(A) in R. It remains to prove that there is no other elements in R.
First of all, we note that Fi1 + ...+ E4qq = 1, because 1 — E1; — -+ — E4q is an idempotent
in the radical of R. Recall that each f(F;;) is a positive integer (since our representation is
faithful), and f(1) = d, so we conclude that f(FE;) = 1 for every i. Therefore the restriction of
fon E;RE;; is a pseudo-character of degree 1. Being a pseudo-character of degree 1 means that
f: E;RE; — A is a homomorphism of algebras; since it is faithful, it is an isomorphism. Let
us now take x € Fy REj; for i # j. Then F;x € Ej;RE;;, so by what we just proved we have
Ejx = f(Ej;x)E;j. Consequently,

v = EijEjix = f(Ejiz)Ei Ejj = f(Ejix) B,
so E;REj; = AE;;. This means that R is isomorphic to Maty(A). Also, since for ¢ # j we have

f(El]) = 0 since Eij = E”EU — EUE” Recalling that f(E”) = 1, we conclude that f is the
matrix trace. g
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