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Abstract

We show how to generalize the result given in [Eisele, K.-Th., 2006. Recursions for compound phase distributions. Insurance: Math. Econom. 38, 149–156] to the multivariate case, i.e. we find a Panjer-like recursion principle for the distribution of a multivariate compound phase variable. Recursion formulas and procedures for the bivariate case are given in detail. We give a possible application for agricultural risks and calculate concrete examples via a VB-program.
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0. Introduction

Variables of phase-type – in what follows simply called phase variables – are very nice, easy to handle tools in actuarial modeling and calculations (e.g. Bladt (2004) and Rolski et al. (2000)). With nearly the same setting, discrete and continuous phase variables can be treated, and in many cases they allow for explicit formulas, for instance for the ruin probability (see Asmussen (2000), Asmussen and Rolski (1991) or Schmidli (2005)). In Assaf et al. (1984), multivariate phase distributions were probably investigated for the first time. We believe that these advantages of uni- or multivariate phase variables will become even more important in the future (see e.g. Cai and Li (2005)).

Phase variables are almost equivalent to variables having rational generating functions (for the continuous case, see Asmussen (2000), p. 241). We used this fact in Eisele (2006) to show a recursion principle of Panjer’s type for univariate compound phase variables. In a different context, Hipp showed in Hipp (2006) that Panjer’s recursion is reduced to one of a local depth if the severity distributions are of phase type.

For a long time, Panjer’s recursion principle has been generalized to various multivariate cases (see Hesselager (1996), Sundt (1999), Vernic (1999), Sundt (2000) and the forthcoming extensive book by Sundt and Vernic (in press)). Using the ideas in Eisele (2006), it is therefore obvious to look for recursion formulas for multivariate compound phase variables. In fact, the generalizations turn out to be straightforward. Though, at first sight, the recursion formulas seem to be complicated, a general VB-program is presented to calculate the common distribution of a bivariate compound phase variable. In Section 5, we describe a possible application for this recursion principle in the context of an insurance with agricultural risks.

1. Discrete multivariate phase variables

The basis of discrete phase variables is a discrete homogeneous Markov chain \( X(t) \), \( t \in \mathbb{N}_0 \), \( \mathbb{N}_0 = \{0, 1, \ldots\} \), with state space \( \bar{D} = \{0, 1, 2, \ldots, d\} \), a transition matrix \( \bar{P} = (\bar{P}_{jk})_{0 \leq j, k \leq d} \) and a starting distribution \( \bar{\pi} = (\pi_0, \pi_1, \ldots, \pi_d) \). The extra state 0 is assumed to be an absorbing and attracting point: i.e.

(i) \( \bar{P}_{0j} = 0 \) for all \( j \in D := \{1, 2, \ldots, d\} \) (absorption at 0),

(ii) there exists a power \( \tau \) of the transition matrix \( \bar{P} \) such that \( \bar{P}^\tau_{j0} > 0 \) for all \( j \in D \) (attraction of 0).
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In the univariate case, a phase variable $T$ is defined as the survival time of the Markov process $X(t)$ in the transient part $D$ of the state space:

$$T = \min\{t \in \mathbb{N}_0 : X(t) \notin D\}. \quad (1.1)$$

Since we have $X(t) = 0$ for $t \to \infty$ almost surely, the phase variable $T$ is finite. We can replace the singleton $\{0\}$ by an absorbing subset $A$ of $\bar{D}$, where we call a subset $A \subseteq \bar{D}$ absorbing if

$$\mathbb{P}(X(t) \notin A \text{ for some } t \geq 0 | X(0) \in A) = 0. \quad (1.2)$$

The complement $C = \bar{D} \setminus A$ of an absorbing set is called inaccessible. Of course, $D$ is inaccessible. Moreover, since $0$ is absorbing and attractive, we must have that $0 \in A$ for any absorbing subset $A$; hence

$$C \subseteq D$$

for any inaccessible set $C$. The obvious generalization of (1.1) is

$$T_C = \min\{t > 0, X(t) \notin C\}. \quad (1.3)$$

To define now a multivariate discrete phase variable, we simply take a sequence $C = \{C_1, \ldots, C_m\}$ of inaccessible subsets $(C_v)_{v=1}^m$ of $D$ to get the multivariate phase variable

$$T = (T_1, \ldots, T_m) = (T_{C_1}, \ldots, T_{C_m}). \quad (1.4)$$

Since $0 \in \bigcap_{v=1}^m \bar{D} \setminus C_v$, and the elements of the last set are irrelevant for the phase variables $T_v$, we may assume in what follows without loss of generality that

$$\bar{D} = \bigcup_{v=1}^m C_v \cup \{0\}. \quad (1.5)$$

The following notation will be useful in what follows:

For $C \subseteq D$, let $\Delta C \subseteq \mathbb{R}^{d \times d}$ be defined by

$$(\Delta C)_{jk} = \begin{cases} 1 & \text{if } j = k \in C \\ 0 & \text{else} \end{cases} \quad (1.6)$$

and

$$\eta = (1, \ldots, 1)^T \in \mathbb{R}^d. \quad (1.7)$$

Let

$$P = (\bar{P}_{jk})_{1 \leq j, k \leq d} \quad (1.8)$$

be the sub-matrix of $\bar{P}$ suppressing the first line and the first column. Therefore

$$\bar{P} = \begin{pmatrix} 1 \\ (I_d - P)^T \eta \\ P \end{pmatrix}, \quad (1.9)$$

and for $t \in \mathbb{N}_0$

$$\bar{P}^t = \begin{pmatrix} 1 \\ (I_d - P^t)^T \eta \\ P^t \end{pmatrix}. \quad (1.10)$$

### 2. Distributions of discrete bivariate phase variables

In the following, we shall concentrate on the bivariate case. With minor modifications, the results hold also in the multivariate case; however, the formulas become rather complicated to write down.

Let $(\bar{D}, \bar{P}, \bar{\pi}, C)$ with $C = \{C_1, C_2\}$ be the characteristics of a discrete bivariate phase variable.

**Theorem 2.1.** We have

(i) $\mathbb{P}(T_1 = T_2 = 0) = \pi_0$, \quad (2.1)

and for $\nu = 1 \text{ or } 2$,

(ii) $t \in \mathbb{N}$

$$\mathbb{P}(T_0 = 0, T_{3 - \nu} = t) = \pi \Delta^{D(C_1)}\Delta^{t+1}(I_d - P)\eta \quad \text{and} \quad \mathbb{P}(T_0 = 0, T_{3 - \nu} > t) = \pi \Delta^{D(C_1)} P^t \eta, \quad (2.2)$$

(iii) $0 < t_1 < t_2 \in \mathbb{N}$

$$\mathbb{P}(T_0 = t_1, T_{3 - \nu} = t_2) = \pi P^{t_1} \Delta^{D(C_1)} P \Delta^{3 - t_1 - t_2}(I_d - P)\eta \quad \text{and} \quad \mathbb{P}(T_0 > t_1, T_{3 - \nu} > t_2) = \pi P^{t_1} \Delta^{D(C_1)} P^{t_2 - t_1} \Delta^{3 - \nu - t_2}(I_d - P)\eta, \quad (2.3)$$

(iv) $0 < t \in \mathbb{N}$

$$\mathbb{P}(T_0 = t_1, T_{3 - \nu} = t) = \pi P^{t_1} \Delta^{D(C_1 \cap C_2)}(I_d - P)\eta \quad \text{and} \quad \mathbb{P}(T_0 = t_1) = \pi_0 + \pi(I_d - P)^{-1} \Delta^{C_1 \cap C_2}(I_d - P)\eta. \quad (2.4)$$

**Proof.** (i) is evident. (ii) Setting $\nu = 1$, we get for $t > 0 \text{ with } (1.5)$

$$\mathbb{P}(T_1 = 0, T_2 = t) = \sum_{t \in D(C_1) \cap C_2} \mathbb{P}(X(0) = j) \mathbb{P}(X(t - 1) = k) = \pi \Delta^{D(C_1)} P^{t+1}(I_d - P)\eta \quad \text{and} \quad \mathbb{P}(T_0 > t_1) = \pi \Delta^{D(C_1)} P^{t_2 - t_1} \Delta^{3 - \nu - t_2}(I_d - P)\eta,$$

The second equation of (ii) follows similarly.

(iii) With $t_0 = 0$, we get

$$\mathbb{P}(T_1 = t_1, T_2 = t_2) = \sum_{t \in D(C_1) \cap C_2} \mathbb{P}(X(0) = j_0) \mathbb{P}(X(t) = j_0) \cdot \prod_{v=1}^2 \mathbb{P}(X(t_v - 1) = k_v | X(t_v - 1) = j_{v-1}) \mathbb{P}(X(t_v)) = \pi \Delta^{D(C_1)} P^{t_2 - t_1} \Delta^{3 - \nu - t_2}(I_d - P)\eta,$$

the second equation of (iii) being similar.

(iv) Here, we find

$$\mathbb{P}(T_1 = T_2 = t) = \sum_{t \in D(C_1 \cap C_2)} \mathbb{P}(X(0) = j) \mathbb{P}(X(t - 1) = k) = \pi P^{t+1} \Delta^{D(C_1 \cap C_2)}(I_d - P)\eta.$$
and
\[ P(T_1 = T_2 > 0) = \sum_{i \geq 1} \pi P^{i-1} \Delta^{C_1} C_2 (I_d - P) \eta \]
\[ = \pi (I_d - P)^{-1} \Delta^{C_1} C_2 (I_d - P) \eta. \]

3. The generating function

For the discrete bivariate phase variable \( T = (T_1, T_2) \) with inaccessible sets \( \{C_1, C_2\} \), we want to calculate the generating function
\[ \Phi_T(z_1, z_2) = E \left( \sum_{i=1}^{T} z_1^{T_1} z_2^{T_2} \right). \] (3.1)

First, we get

**Theorem 3.1.**
\[ \Phi_T(z_1, z_2) = \pi_0 + \pi \left[ \sum_{v=1,2} \Delta^{C_v} \Delta^{C_{v-1}} (I_d z_v - P)^{-1} \right] \]
\[ + (I_d(z_1 z_2) - P)^{-1} \Delta^{C_1} C_2 (I_d(z_1 z_2) - P)^{-1} \]
\[ \times \sum_{v=1,2} \left( \Delta^{C_v} P \Delta^{C_{v-1}} (I_d z_v - P)^{-1} \right) \]
\[ (I_d - P)^{-1} \eta \] (3.2)

and for \( v = 1, 2 \) the marginal generating function
\[ \Phi_{T_v}(z_v) = (\pi_0 + \pi \Delta^{C_{v-1}}) \eta \]
\[ + \pi (I_d z_v - P)^{-1} (I_d - P) \Delta^{C_v} \eta. \] (3.3)

**Proof.** We divide the sum of the generating function into the following partial sums:
\[ \Phi_T(z_1, z_2) = \pi_0 + \sum_{0 \leq j \leq k \leq z_1} P(T_1 = j, T_2 = k) z_1^j z_2^k \]
\[ = \pi_0 + S(0 < T_2 < T_1) (z_1, z_2) + S(0 < T_1 < T_2) (z_1, z_2) \]
\[ + S(0 < T_1 = T_2) (z_1, z_2) \]
\[ + S(0 < T_2 = T_1) (z_1, z_2) + S(0 < T_1 < T_2) (z_1, z_2). \] (3.4)

From (2.2), we get
\[ S(0 < T_1 < T_2) (z_1, z_2) = \sum_{0 < t} \pi \Delta^{C_1} C_2 P^{t-1} z_1^t (I_d - P) \eta \]
\[ = \pi \Delta^{C_1} C_2 (I_d z_1 - P)^{-1} (I_d - P) \eta. \] (3.5)

Similarly, from (2.4)
\[ S(0 < T_1 = T_2) (z_1, z_2) = \sum_{0 < t} \pi P^{t-1} (z_1 z_2)^t \Delta^{C_1} C_2 (I_d - P) \eta \]
\[ = \pi (I_d z_1 z_2) - P)^{-1} \Delta^{C_1} C_2 (I_d - P) \eta \] (3.6)

and finally from (2.3)
\[ S(0 < T_1 < T_2) (z_1, z_2) = \sum_{0 < t < z_1 < z_2} \pi P^{t-1} (z_1 z_2)^t \Delta^{C_1} C_2 P \]
\[ \times \Delta^{C_1} C_2 P^{t+1} (I_d - P)^{-1} \eta \]
\[ = \pi (I_d(z_1 z_2) - P)^{-1} \Delta^{C_1} C_2 (I_d z_1 z_2 - P)^{-1} (I_d - P) \eta. \] (3.7)

These expressions give us (3.2). There are two ways to get (3.3): either directly from the definition, or – slightly more complicatedly – by setting \( v = 1, z = z_1 \) and \( z_2 = 1 \) in (3.2). □

Now, we introduce the characteristic polynomial of \( P \):
\[ \xi(z) = \det(I_d z - P) = b_0 z^d + b_1 z^{d-1} + \cdots + b_d \]
for \( i = 1, \ldots, d \) and \( i = 1, \ldots, d \) (3.9)
\[ b_i = (-1)^i \sum_{1 \leq k_1 < k_2 < \cdots < k_{d-i} \leq d} \det(P(k_1, k_2, \ldots, k_{d-i})), \] (3.10)

where \( z \in \mathbb{C} \) and \( P(k_1, k_2, \ldots, k_{d-i}) \) denotes the sub-matrix of \( P \), where we have deleted the \( k_i \)th up to the \( k_{d-i} \)th lines and columns. In particular, we have
\[ b_1 = -\text{trace}(P) \quad \text{and} \quad b_d = (-1)^d \det(P). \]

For the calculation of the coefficients of the polynomial, we recall Newton’s identity:

**Proposition 3.2.** Let
\[ q_k = \text{trace}(P^k) \] (3.11)
for \( k = 1, \ldots, d \). Then
\[ q_k + b_1 q_{k-1} + \cdots + b_{k-1} q_1 + b_k = 0 \]
for \( 1 \leq k \leq d \) and \( 1 \leq k \leq d \) (3.12)
\[ q_k + b_1 q_{k-1} + \cdots + b_d q_{k-d} = 0 \quad \text{for} \ k > d. \] (3.13)

See Cohn (1993) for a proof.

**Remark 3.3.** If we write (3.12) like
\[ b_k = -\sum_{i=0}^{k-1} b_i q_{k-i} \] (3.14)
then the coefficients of the characteristic polynomial satisfy a recursion principle quite similar to Panjer’s one. Indeed, the proofs are also similar.

We also define
\[ \bar{\xi}(z) = \xi(z^{-1}) z^d = 1 + b_1 z + \cdots + b_d z^d. \] (3.15)

With these notations, we get

**Theorem 3.4.** The generating function (3.1) is rational in \( \bar{\xi} = (z_1, z_2) \); more precisely,
\[ \Phi_T(z_1, z_2) = \pi_0 + \frac{1}{\bar{\xi}(z_1 z_2)} \sum_{0 \leq j \leq k \leq d} \frac{a_{jk}}{z_1^{j+k}} \]
\[ \bar{\xi}(z_1 z_2) \bar{\xi}(z_1) \bar{\xi}(z_2) \sum_{0 \leq j \leq k \leq d} \frac{a_{jk}}{z_1^{j+k}} \] (3.16)
where \( \bar{\xi} \) is given in (3.15).

**Proof.** Let us look at the expressions \((I_d z - P)^{-1}\) in (3.5)–(3.7). By Cramer’s rule, we get with certain coefficients \( a_2(j, k), \ldots, a_d(j, k) \):
\[ ((I_d z - P)^{-1})_{jk} = (-1)^{j+k} \times \frac{1}{\bar{\xi}(z^{-1})} \left( z^{-(d-1)} + a_2(j, k) z^{-(d-2)} + \cdots + a_d(j, k) \right) \]
\[ \times \left( \bar{\xi}(z_1 z_2) \bar{\xi}(z_1) \bar{\xi}(z_2) \sum_{0 \leq j \leq k \leq d} \frac{a_{jk}}{z_1^{j+k}} \right) \]
\[
\begin{align*}
\frac{1}{\xi(z)} &= (-1)^{j+k} \frac{1}{\xi(z)} \left( z + a_2(j,k)z^2 + \cdots + a_d(j,k)z^d \right).
\end{align*}
\]
Using this equation in the formulas (3.5)–(3.7), we can rewrite them with coefficients \(a_i, \beta_i, \gamma_i\) for \(i = 1, \ldots, d\) and \(\delta_j, \eta_j\) with \(1 \leq j, k \leq 2d\) as
\[
\begin{align*}
S_{0 < t < T}(z_1, z_2) &= \frac{1}{\xi(z_2)} \left( a_1z_2 + a_2z_2^2 + \cdots + a_dz_2^d \right) \\
S_{0 < t < T}(z_1, z_2) &= \frac{1}{\xi(z_1)} \left( \beta_1 z_1 + \beta_2 z_1^2 + \cdots + \beta_d z_1^d \right) \\
S_{0 < t < T}(z_1, z_2) &= \frac{1}{\xi(z_2)} \left( \gamma_1 z_1 z_2 + \gamma_2 z_1^2 z_2 + \cdots + \gamma_d z_1^d z_2^d \right) \\
S_{0 < t < T}(z_1, z_2) &= \frac{1}{\xi(z_1)} \left( \delta_1 z_1 + \delta_2 z_1^2 + \cdots + \delta_d z_1^d \right) \\
S_{0 < t < T}(z_1, z_2) &= \frac{1}{\xi(z_2)} \left( \eta_1 z_1 + \eta_2 z_1^2 + \cdots + \eta_d z_1^d \right).
\end{align*}
\]
Joining these formulas over the common denominator \(\frac{1}{\xi(z_1)\xi(z_2)}\), we get (3.16). \(\square\)

We rewrite the common denominator as

**Proposition 3.5.**
\[
\tilde{\xi}(z_1, z_2) = \sum_{0 \leq j, k \leq 2d} b_{jk} z_1^j z_2^k. 
\] (3.17)

With \(b_0 = 1\) and \(b_j\) from (3.8), the coefficients in (3.17) are
\[
b_{jk} = b_{kj} = \min(d, j, k) \frac{b_{j-k} b_{k-j}}{b_j b_k} - 1 
\] (3.18)
for \(0 \leq j, k \leq 2d\). Here, \(\sum_{j=0}^d p(\ldots) = 0\) if \(p > q\). In particular, \(b_{00} = 1\).

**Proof.** We have
\[
\tilde{\xi}(z_1, z_2) \tilde{\xi}(z_1) \tilde{\xi}(z_2) = \left( 1 + b_1(z_1 z_2) + \cdots + b_d(z_1 z_2)^d \right) \\
\times (1 + a_1(z_1 z_2) + \cdots + a_d(z_1 z_2)^d) \\
= \sum_{0 \leq j, k \leq 2d} \left( \sum_{i=\max(0, j-k, -d)}^{\min(d, j, k)} b_{j+i-k} b_{k-i} \right) z_1^j z_2^k. \quad \square
\]

Having calculated the coefficients \(b_{jk}\) of the denominator, we are left to determine those of the numerator from (3.16) since we want to use them in our recursion formula for bivariate compound phase variables.

**Theorem 3.6.** For \(0 \leq j, k \leq 2d\), \(1 \leq j + k\)
\[
a_{jk} = \sum_{0 \leq j, k \leq 2d, 0 < j + k} b_{jm} \mathbb{P}(T_1 = j - l, T_2 = k - m),
\] in particular
\[
a_{10} = \mathbb{P}(T_1 = 1, T_2 = 0) = \pi \Delta^{C_1} \mathbb{E}_1(1 - \pi) \eta
\]
\[
a_{01} = \mathbb{P}(T_1 = 0, T_2 = 1) = \pi \Delta^{C_2} \mathbb{E}_1(1 - \pi) \eta,
\] where we get the last equations from Theorem 2.1.

**Proof.** Since \(b_{00} = 1\), we get from (3.4)
\[
\phi_T(z_1, z_2) = \pi_0 + \frac{1}{\xi(z_1)\xi(z_2)} \sum_{0 \leq j, k \leq 2d} a_{jk} z_1^j z_2^k.
\]

Hence,
\[
\phi_T(z_1, z_2) - \pi_0 - \sum_{0 \leq j, k \leq 2d} a_{jk} z_1^j z_2^k
\]
\[
= \sum_{0 \leq j, k \leq 2d} b_{jk} z_1^j z_2^k (\pi_0 - \phi_T(z_1, z_2))
\]
\[
= - \sum_{0 \leq j, k \leq 2d} b_{jk} \mathbb{P}(T_1 = j, T_2 = k) z_1^j z_2^k
\]
\[
\times k_1 k_2.
\]

Using the set of indices
\[
\Xi_{jk} = \{(l, m); 0 \leq l \leq j \land 2d, 0 \leq m \leq k \land 2d, 1 \leq l + m < j + k\},
\]
the last expression can be written as
\[
- \sum_{0 \leq j, k \leq 2d \in \Xi_{jk}} b_{jk} \mathbb{P}(T_1 = j - l, T_2 = k - m) z_1^j z_2^k.
\]

Therefore,
\[
\sum_{(l, m) \in \Xi_{jk}} \mathbb{P}(T_1 = j - l, T_2 = k - m) z_1^j z_2^k
\]
\[
= - \sum_{0 \leq j, k \leq 2d \in \Xi_{jk}} b_{jk} \mathbb{P}(T_1 = j - l, T_2 = k - m) z_1^j z_2^k.
\]

which gives us
\[
a_{10} = \mathbb{P}(T_1 = 1, T_2 = 0)
\]
\[
a_{01} = \mathbb{P}(T_1 = 0, T_2 = 1),
\]
and for \(2 \leq j + k\)
\[
a_{jk} = \mathbb{P}(T_1 = j, T_2 = k)
\]
\[
+ \sum_{(l, m) \in \Xi_{jk}} b_{jk} \mathbb{P}(T_1 = j - l, T_2 = k - m).
\]

This is identical to (3.19), since \(b_{00} = 1\). \(\square\)

**Example 3.7.** In the most simple case \(d = 1\) and \(P = p \in (0, 1)\), \(\pi = \pi_1 = 1\), \(C_1 = \{1\}\) and \(C_2 = \emptyset\), we have
\[
b_0 = 1\quad \text{and } b_1 = -p.
\]
From (3.18) and (3.19), we get
\[
B = (b_{jk})_{0 \leq j, k \leq 2} = \begin{pmatrix} 1 & -p & 0 \\
-1 & 0 & p^2 \\
0 & 0 & p^3 \end{pmatrix}
\] and (3.21)
\[
A = (a_{jk})_{0 \leq j, k \leq 2}
\]
\[
= \begin{pmatrix} 0 & 0 & 0 \\
1 - p & -p(1 - p) & 0 \\
0 & -p(1 - p) & p^2(1 - p) \end{pmatrix}.
\] (3.22)
4. Recursion for bivariate compound phase variables

Let us look at the bivariate compound phase variables

\[ S_1 = \sum_{t=1}^{T_1} X_t, \quad S_2 = \sum_{t=1}^{T_2} Y_t, \]  
(4.1)

where

- \( T = (T_1, T_2) \) is a discrete bivariate phase variable,
- \( (X_t)_{t \geq 1} \) and \( (Y_t)_{t \geq 1} \) are two families of iid variables with distributions \( \mathbb{P}_X \) and \( \mathbb{P}_Y \), respectively,
- \( T, (X_t)_{t \geq 1} \) and \( (Y_t)_{t \geq 1} \) are mutually independent.

For the common distribution of \( S = (S_1, S_2) \), we are going to give a Panjer-like recursion, where we restrict ourselves here to the equidistant case (see also the Remark 4.2), i.e.

\[ X_t, Y_t \in \mathbb{N}. \]  
(4.2)

**Theorem 4.1 (The Bivariate Recursion Formula).** Using the coefficients \( a_{jk} \) and \( b_{jk} \) from Theorem 3.4, Proposition 3.5, and Theorem 3.6, we have

\[
\mathbb{P}(S_1 = S_2 = 0) = \pi_0 \quad \text{(4.3)}
\]

and for \( j, k \geq 0, 1 \leq j + k \)

\[
\mathbb{P}(S_1 = j, S_2 = k) = \sum_{0 \leq j, k \leq 2d} a_{lm} \mathbb{P}_X(j) \mathbb{P}_Y(k) - b_{lm} \sum_{\frac{l+k}{2} \leq j+k} \mathbb{P}_X(p) \mathbb{P}_Y(q) \mathbb{P}(S_1 = j - p, S_2 = k - q). \]

\[
\quad \times \mathbb{P}_X(p) \mathbb{P}_Y(q) \mathbb{P}(S_1 = j - p, S_2 = k - q). \]  
(4.4)

**Proof.** By (3.16), we have

\[
\phi_S(z_1, z_2) = \phi_T(\phi_X(z_1), \phi_Y(z_2)) = \pi_0 + \frac{2d}{1 \leq j + m} a_{lm} \phi_X^l(z_1) \phi_Y^m(z_2). \]

\[
= \pi_0 + \frac{2d}{1 \leq l + m} b_{lm} \phi_X^l(z_1) \phi_Y^m(z_2). \]

hence,

\[
\phi_S(z_1, z_2) - \pi_0 = \sum_{1 \leq l + m} a_{lm} \phi_X^l(z_1) \phi_Y^m(z_2) - \sum_{1 \leq l + m} b_{lm} \phi_X^l(z_1) \phi_Y^m(z_2). \]

or

\[
\sum_{1 \leq j + k} z_1^{j} z_2^{k} \left[ \mathbb{P}(S_1 = j, S_2 = k) - \sum_{1 \leq j + m} a_{lm} \phi_X^l(j) \phi_Y^m(k) \right] \]

\[
= - \sum_{0 \leq j, k \leq 2d} b_{lm} \phi_X^l(z_1) \phi_Y^m(z_2) (\phi_S(z_1, z_2) - \pi_0) \]

\[
= - \sum_{l \leq j + k} z_1^{j} z_2^{k} \left[ \mathbb{P}(S_1 = j, S_2 = k) - \sum_{1 \leq j + m} a_{lm} \phi_X^l(j) \phi_Y^m(k) \right] \]

\[
\times \mathbb{P}_X(p) \mathbb{P}_Y(q) \mathbb{P}(S_1 = j - p, S_2 = k - q). \]  

Comparison of coefficients gives (4.4). \( \square \)

**Remark 4.2.** In the case where the distributions of \( (X_t) \) and \( (Y_t) \) have densities on \( (0, \infty) \), we can derive a continuous version of (4.4), similar to Proposition 3.4. in Eisele (2006).

5. Applications and examples

One possible application of dependent compound variables may be the following:

Let us consider an insurance company specialized in agricultural risks. For one line of business, it holds contracts in two neighboring regions \( A \) and \( B \). Quite a number of casualties in these regions have common causes, like thunderstorms or flood disasters hitting both regions equally, while other damages are independent for every region. Therefore, it seems to be reasonable to model the numbers of casualties \( T_A \) and \( T_B \) for region \( A \), resp. \( B \), as \( T_A = T_1 + T_2 \) and \( T_B = T_1 + T_3 \).

\[
T_A = T_1 + T_2 \quad \text{and} \quad T_B = T_1 + T_3, \]  
(5.1)

where \( T_1, T_2 \) and \( T_3 \) are numbers of casualties due to independent causes. For example, \((T_i)_{i=1,2,3}\) may be independent negative binomial variables with natural numbers as shape parameters, in which case the pair \((T_A, T_B)\) is a bivariate phase variable. If the amounts of casualties are described by two independent families of iid variables \((X_{A,j})_{j \geq 1}\) and \((X_{B,j})_{j \geq 1}\), then the total losses of the insurance company are

\[
S_A = \sum_{j=1}^{T_A} X_{A,j} \quad \text{and} \quad S_B = \sum_{j=1}^{T_B} X_{B,j}. \]

(5.2)

The common distribution of \( S_A \) and \( S_B \) can be calculated by a recursion principle similar to Theorem 4.1. In particular, if we assume for simplicity the variables \( X_{A,j} \) and \( X_{B,j} \) having values in equidistant lattices \( \mathbb{N}_A = h_A \cdot \mathbb{N} \) and \( \mathbb{N}_B = h_B \cdot \mathbb{N} \) with some positive step widths \( h_A \) and \( h_B \), then formula (4.4) gives the common probability \( \mathbb{P}(S_A = h_A \cdot j, S_B = h_B \cdot k) \) for \( j, k \geq 0 \). See also Example 5.2.

Another example for the dependence structure of discrete phase variables would be

\[
T_A = T_1 + \min(T_2, T_3) \quad \text{and} \quad T_B = T_1 + \min(T_2, T_4) \]

(5.3)
with $T_i, \ i = 1, \ldots, 4$, independent discrete phase variables. While it is known that continuous bivariate phase variables have in general copulas or tail-copulas of Marshall–Olkin type (see Hipp (2005)), not much is known in the discrete case.

For more concrete examples, we start with the easiest case:

**Example 5.1.** Let $d = 1$, $P = \rho \in (0, 1), \pi = \pi_1 = 1$, $C_1 = \{1\}$, and $C_2 = \emptyset$. We have the following simple situation:

\[
\begin{pmatrix}
1 - \rho \\
(1)
\end{pmatrix} \rightarrow 
\begin{pmatrix}
0 \\
(0)
\end{pmatrix}
\]

Then

\[b_0 = 1 \quad \text{and} \quad b_1 = -\rho.\]

From (3.18) and (3.19), we get

\[
B = (b_{jk})_{0 \leq j, k \leq 2} = \begin{pmatrix}
1 & -\rho & 0 \\
-\rho & -\rho(1 - \rho) & p^2 \\
0 & p^2 & -p^3
\end{pmatrix}
\]

and (5.4)

\[
A = (a_{jk})_{0 \leq j, k \leq 2} = \begin{pmatrix}
0 & 0 & 0 \\
1 - \rho & -\rho(1 - \rho) & 0 \\
0 & -\rho(p(1 - \rho)) & p^2(1 - \rho)
\end{pmatrix}.
\]

The common distribution of $T = (T_1, T_2)$ is of course the geometric distribution (starting from 1) for $T_1$, while $T_2 = 0$ almost surely:

\[
\mathbb{P}(T_1 = j, T_2 = k) = 1_{(0)}(k)1_{(j)}(1 - \rho)p^{j - 1}.
\]

We get this result also from (4.4), if we put $X = Y = 1$ with probability 1.

**Example 5.2.** We put $d = 3$, $C_1 = \{1, 2\}, C_2 = \{1, 3\}, \pi = (1, 0, 0)$ and with parameters $\alpha, \beta, \gamma, \delta \in (0, 1)$, such that $0 < \alpha + \beta \leq 1$,

\[
P = \begin{pmatrix}
1 - \alpha - \beta & \alpha & \beta \\
0 & \gamma & 0 \\
0 & 0 & \delta
\end{pmatrix}.
\]

The Markov chain can be characterized by the following diagram:

We remark that this diagram almost corresponds to the situation described by (5.1) if we let $T_1$, $T_2$ and $T_3$ be independent geometric variables with parameters $1 - \alpha - \beta, \gamma$ and $\delta$, respectively. Here, however, we would have $\mathbb{P}(T_2 = 0, T_3 = 0) = 0$.

The characteristic polynomial of $P$ has the coefficients

\[b_0 = 1, \quad b_1 = -(1 - \alpha - \beta + \gamma + \delta), \quad b_2 = (1 - \alpha - \beta)(\gamma + \delta) + \gamma \delta, \quad \text{and} \quad b_3 = -(1 - \alpha - \beta)\gamma \delta.
\]

This gives us the symmetric matrix (we only write the upper triangle) as given in Box I.

Passing to numerical data with $\alpha = \beta = 0.2$ and $\gamma = \delta = 0.3$, we find $B = (b_{jk})$ for the matrix of probabilities

\[
M = (\mathbb{P}(T_1 = j, T_2 = k))_{0 \leq j, k \leq 2} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0,042000 & 0,084000 \\
0 & 0,054000 & 0,151200 \\
0 & 0,090000 & 0,243000 \\
0 & 0,097390 & 0,353916 \\
0 & 0,098860 & 0,252000 \\
0 & 0,102255 & 0,043600 \\
0 & 0,109947 & 0,022868 \\
0 & 0,115378 & 0,004536 \\
0 & 0,119947 & 0,000972 \\
0 & 0,119947 & \end{pmatrix}
\]

and for $A = (a_{jk})_{0 \leq j, k \leq 2} = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0,140000 & 0,042000 \\
0 & 0,126000 & 0,037800 \\
0 & 0,084000 & 0,025200 \\
0 & 0,054000 & 0,015120 \\
0 & 0,032040 & 0,009072 \\
0 & 0,003780 & 0,007390 \\
0 & 0,001134 & 0,002286 \\
0 & 0,000000 & 0,000453 \\
0 & 0,000000 & 0,000073 \\
0 & 0,000000 & 0,000025
\end{pmatrix}.$

Finally, if for $X$ and $Y$ we use the distributions

\[
\mathbb{P}(X = j) = \begin{cases}
1/3 & \text{for } 1 \leq j \leq 3 \\
0 & \text{else}
\end{cases}
\]

and

\[
\mathbb{P}(Y = j) = \begin{cases}
1/5 & \text{for } 1 \leq j \leq 5 \\
0 & \text{else}
\end{cases}
\]

the common probabilities $S = (\mathbb{P}(S_1 = j, S_2 = k))$ (here restricted to $0 \leq j, k \leq 11$) are given in Table 1.

6. The multivariate case

It is not very difficult to see that the procedure given in Section 4 also holds in the multivariate case, where

\[
T = (T_1, \ldots, T_m) = (T_{C_1}, \ldots, T_{C_m})
\]

(6.1)

for inaccessible subsets $C_1, \ldots, C_m \subseteq D$. The crucial point is the rationality of the generating function

\[
\Phi_T(z_1, \ldots, z_m) = \mathbb{E}((e^{T_1}_{-1} \ldots e^{T_m}_{-1})).
\]
In fact, using the modified characteristic polynomial $\tilde{\zeta}(z)$ from (3.15), we find that $\Phi_T$ has the following form:

**Proposition 6.1.**

$$
\Phi_T(z_1, \ldots, z_m) = \pi_0 + \frac{1}{\prod_{\nu=1}^{m} \prod_{j_1 < \ldots < j_0 \leq m} \tilde{\zeta}(z_j_1 \ldots z_j_0)} \times \sum_{0 \leq l_1 \ldots l_m \leq 2m^\nu - 1} a_{l_1 \ldots l_m} \prod_{1 \leq j \leq m} \frac{z_j^{l_j}}{l_j!} = \pi_0 + \sum_{0 \leq l_1 \ldots l_m \leq 2m^\nu - 1} b_{l_1 \ldots l_m} \prod_{1 \leq j \leq m} \frac{z_j^{l_j}}{l_j!}.
$$

(6.3)

Once we have the rationality of the generating function, it is now awkward, but straightforward, to get the general recursion principle for multivariate compound phase variables,

$$
S = \left( S_1 = \sum_{i=1}^{T_1} X_{1i}, \ldots, S_m = \sum_{i=1}^{T_m} X_{mi} \right),
$$

(6.4)

with $(X_{\nu i})_{i \geq 1}$ iid random variables with values in $\mathbb{N}$, $1 \leq \nu \leq m$, and mutually independent families $(X_{1i}), \ldots, (X_{mi}), T$.

**Theorem 6.2.** We have

$$
P(S_1 = \cdots = S_m = 0) = \pi_0
$$

(6.5)

and for $j_1, \ldots, j_m \geq 0$, $\sum_{\nu=1}^{m} j_\nu \leq 1$

$$
P(S_\nu = j_\nu, 1 \leq \nu \leq m) = \sum_{0 \leq k_1 \ldots k_m \leq 2m^\nu - 1} \prod_{\nu=1}^{m} P_{X^{k_\nu}}(j_\nu) - b_{k_1 \ldots k_m}
$$

(6.6)

$$
\times \sum_{k_1 \ldots k_m \leq 2m^\nu - 1} \prod_{\nu=1}^{m} P_{X^{k_\nu}}(l_\nu)P(S_\nu = j_\nu - l_\nu, 1 \leq \nu \leq m) \right).
$$

We omit proofs in this section since they are direct generalizations of those given in Section 4.
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