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Abstract

Our main result is the C0-rigidity of the area spectrum and the Maslov class of La-

grangian submanifolds. This relies on the existence of punctured pseudoholomorphic

discs in cotangent bundles with boundary on the zero section, whose boundaries rep-

resent any integral homology class. We discuss further applications of these punctured

discs in symplectic geometry.

1 Introduction

The main theorem of this paper is a C0-rigidity result for the area spectrum and Maslov class

of Lagrangian submanifolds. It can be stated in the language of C0-symplectic geometry.

We recall the following definition due to Eliashberg-Gromov:

Definition. A symplectic homeomorphism h : (M,ω) → (M ′, ω′) is a homeomorphism

which is a C0-limit of symplectic diffeomorphisms.

The Eliashberg-Gromov C0-rigidity Theorem shows that a smooth symplectic homeo-

morphism is a symplectic diffeomorphism. This definition raises the question of determin-

ing how close symplectic homeomorphisms are to their smooth cousins. In [BO16] it was

suggested to study this question from the perspective of the action of symplectic homeo-

morphisms on submanifolds.

Question 1. Let N ⊂ (M,ω) be a submanifold and assume that its image by a symplectic

homeomorphism is a smooth submanifold N ′ ⊂ (M ′, ω′). Is N ′ symplectomorphic to N?

Which classical symplectic invariants must coincide for N and N ′?

The question is far from having an easy and definitive answer as demonstrated by the

collection of results showing C0-rigidity (e.g. [LS94, Ops09, HLS15, HLS16]) or in contrast

C0-flexibilty (e.g. [BO16, BHS16]). In the large the picture suggested by these works is that

C0-rigidity prevails for coisotropic submanifolds (although several of their invariants have

not yet undergone investigation), while it fails completely for most others. For instance in

[BO16] a symplectic homeomorphism of R6 is constructed that maps an open symplectic
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disk to another smooth symplectic disk with half the symplectic area. On the other hand,

from [LS94] we know that if L ⊂M is a closed Lagrangian submanifold and h(L) is smooth

for a symplectic homeomorphism h, then h(L) is Lagrangian. Our main result is that in this

situation the area spectrum and the Maslov class of L and h(L) coincide. More precisely,

given a Lagrangian submanifold L ⊂ (M,ω), define its area homomorphism

ALω : H2(M,L) −→ R
σ 7−→

∫
Σ ω, where [Σ] = σ,

and its Maslov index µL : π2(M,L)→ Z (see §4.1 for the definitions of Maslov indices).

Theorem 1. Let h : (M,ω)→ (M ′, ω′) be a symplectic homeomorphism that sends a closed

Lagrangian submanifold L to a smooth (hence Lagrangian) submanifold L′. Then

a) AL′ω′ = h∗ALω,

b) µL′ = h∗µL.

It is not hard to see that theorem 1.a) provides a positive answer to question 1 for La-

grangian submanifolds, when the Nearby Lagrangian conjecture holds for T ∗L (see proposi-

tion 6). This conjecture is known to hold in T ∗T2 [DRGI16], so symplectic homeomorphisms

act on 2-dimensional tori in the same way as symplectic diffeomorphisms. For instance, a

symplectic homeomorphism of CP2 cannot take the Chekanov torus to the Clifford torus.

The C0-rigidity of the area homomorphism of Lagrangian tori has already been proved

in [BO16], but even follows from a theorem by Benci-Sikorav (see [Sik89]). In its general

form, a proof of theorem 1 can be obtained as a consequence of deep results by Abouzaid on

Lagrangian submanifolds in cotangent bundles [Abo11]. We briefly discuss this approach.

Given a closed manifold L endowed with a Riemannian metric g, we define `min
g (β) to be

the length of the minimizing geodesic in a class β ∈ H1(L;Z). In the cotangent bundle

π : T ∗L→ L we also define

W(L, g, r) := { ‖p‖g < r } := { (q, p) ∈ T ∗L | ‖p‖gq < r } ⊂ T ∗L,

where ‖ · ‖gq is the natural dual norm on T ∗q L.

Theorem 2. Let ι : L′ ↪→ (T ∗L, dλ) be a Lagrangian embedding in the cotangent bundle.

Assume π ◦ ι : L′ → L induces an isomorphism in homology and L′ ⊂ W(L, g, ε) for some

ε > 0 and choice of metric g on L. Then for all β′ ∈ H1(L′;Z) we have

a) |ι∗λ(β′)| ≤ ε`min
g (π∗ ◦ ι∗β′) ([PPS03, Abo11, AOO16]),

b) µι(L′)(ι∗β
′) = 0 ([Kra11, Appendix E by Abouzaid]).

By the Weinstein neighborhood theorem, this local result implies that if L,L′ are two

Lagrangian submanifolds of a symplectic manifold M satisfying the assumptions of the

theorem, the area homomorphisms of L and L′ are ε-close (see [BO16, Lemma 5.1]) and

their Maslov classes coincide, which in turn implies theorem 1. In [PPS03, Theorem 1.10]

theorem 2.a) is proved for Lagrangian submanifolds which are Lagrangian isotopic to the
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zero section in T ∗L. It is deduced from the existence of a graph selector obtained via

generating functions. Theorem 2.a) would therefore follow from the Nearby Lagrangian

conjecture and this result. In general, using a result of Abouzaid [Abo11] that describes

the wrapped Floer homology of L′ with a fiber of the cotangent bundle, a graph selector

for L′ ⊂ T ∗L is constructed in [AOO16] whenever π : L′ → L induces an isomorphism in

homology. This graph selector can therefore be used exactly as in [PPS03, Theorem 1.10]

to prove theorem 2.a) and hence theorem 1.a). This approach puts the C0-rigidity of the

area homomorphism in the framework of Abouzaid’s work on wrapped Floer homology and

Fukaya categories.

In the present paper we choose to explain another approach, that lies more within the

classical framework of pseudoholomorphic techniques in symplectic geometry. It does not

permit us to prove theorem 2 though, but only a weaker version, which is still sufficient for

our purpose of proving theorem 1.

Theorem 3. Let (L, g) and (L′, g′) be two closed Riemannian manifolds and ι : L′ ↪→
(T ∗L, dλ) a Lagrangian embedding such that π∗ ◦ ι∗ : H1(L′) → H1(L) is an isomorphism.

Assume that ι extends to a symplectic embedding I of a neighborhood of L′ such that

L ⊂ I(W(L′, g′, ε′)) ⊂ W(L, g, ε) ⊂ T ∗L

for some ε, ε′ > 0. Then for all β′ ∈ H1(L′;Z) we have

a) |ι∗λ(β′)| ≤ ε`min
g (π∗ ◦ ι∗β′),

b) µι(L′)(ι∗β
′) = 0.

We deduce theorem 1 from theorem 3 in section 4. We obtain theorem 3 and hence

theorem 1 from a technical result about the existence of punctured holomorphic discs with

boundary on the zero section of a cotangent bundle, whose boundaries represent any given

non-zero homology class. More precisely, we prove the following statement (see section 3

for the relevant definitions).

Theorem 4. Let (L, g) be a closed Riemannian manifold and β ∈ H1(L;Z). Assume that g

is generic, in the sense that it has a unique minimizing geodesic γ(β) in class β. Then, for

every almost complex structure J on T ∗L compatible with dλ and g-cylindrical at infinity,

there exists a J-holomorphic map u : (D\{0}, ∂D)→ (T ∗L,L) asymptotic to a lift of γ(β)

at 0.

This theorem might be interesting in its own right and we present further direct ap-

plications in section 5. In particular we define a Poisson bracket invariant for Lagrangian

embeddings and compute this invariant in a special case. Theorem 4 raises several questions

such as the existence of other holomorphic curves in cotangent bundles, uniruledness, etc.,

which could lead to further applications.

More interest in the present approach might come from the existence of a relevant

assumption for questions about Lagrangian rigidity in cotangent bundles. Theorem 2 is a

deep result that concerns any Lagrangian submanifold in a cotangent bundle, but is not easy
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to prove. On the other hand, for those submanifolds L′ ⊂ T ∗L that contain the zero section

in some Weinstein neighbourhood, theorem 3 provides the same conclusion as theorem 2,

but with a relatively easy proof. Hence we would like to propose the following weakened

version of the Nearby Lagrangian conjecture.

Conjecture 5. Let K ⊂ T ∗L be an exact Lagrangian submanifold. Assume that some

Weinstein neighbourhood of K contains the zero section L. Then K is Hamiltonian isotopic

to L.

This conjecture implies the strongest possible C0-rigidity for Lagrangian submanifolds.

Proposition 6. Let h : M →M ′ be a symplectic homeomorphism that takes a Lagrangian

submanifold L to a smooth (hence Lagrangian) submanifold L′. Assume that conjecture 5

holds for T ∗L. Then there exists a symplectic diffeomorphism f : M →M ′ that takes L to

L′.

We wish to make a final remark in this introduction. The problem of C0-flexibility/rigidity

of submanifolds was introduced in [Ops09, HLS15, BO16]. At least for the second author

of the present paper, the formalization of these questions in the framework of C0-symplectic

geometry came with the hope of starting a study of a new type of geometry. Ideally, the

C0-rigid properties of C0-rigid submanifolds (e.g. the coisotropic ones) would provide inter-

esting invariants. For instance, the fact that the characteristic foliation of a hypersurface is

C0-rigid [Ops09] led to conjecturing that topological hypersurfaces in a symplectic manifold

are covered by “characteristic sets”, which would be invariant under symplectic homeomor-

phisms. In [HLS15], the concept of a C0-Lagrangian submanifold was introduced: these

are topological n-dimensional submanifolds of symplectic manifolds which can be locally

straightened via symplectic homeomorphisms to Rn ⊂ Cn. In this perspective theorem

1 raises the question whether C0-Lagrangian submanifolds can be equipped with an area

homomorphism invariant by C0-symplectic homeomorphisms. This is however not the case,

starting from dimension 6. Let indeed L := ∂D × ∂D × ∂D ⊂ C3, where D is the closed

Euclidean disc of radius 1 centered at 0 in C. Then D′ := D×{1}× {1} is a disc of area π

attached to this Lagrangian submanifold. By [BO16] there exists a symplectic homeomor-

phism h of C3 such that h(D′) = 1
2D
′ := D(0, 1

2)×{1}×{1}. Then h(L) is a C0-Lagrangian

submanifold of C3, but the area of h(D′) does not coincide with the area of D′. Even worse,

since the homeomorphism h can have support localized in an arbitrary neighbourhood of

D′, the area of smooth discs with boundary on h(L) do not depend only on the relative

homology class of these discs.

Organisation of the paper. In §2 we present yet another short proof of theorem 1 for

Lagrangian tori based on holomorphic discs, which illustrates our motivation for establishing

theorem 4. §3 is the technical core of the paper and provides the proof of theorem 4.

Although this result might not be a surprise to experts in the field, we have not been able

to find details in the literature and we give a detailed account here. The Fredholm theory

for punctured holomorphic discs in symplectic cobordisms with boundary on a Lagrangian

submanifold is provided in appendix A for the sake of completeness. In §4 we establish our
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main applications, theorems 1 and 3. In §5 we discuss some further, rather straightforward,

applications of theorem 4, for instance calculations of Poisson bracket invariants of the zero

section in Weinstein neighborhoods.
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Notation. We work in the smooth category. Unless explicitly stated, all our manifolds

and their structures are smooth. We adopt the following notation in this paper. It will be

regularly recalled in the course of the paper. Let (L, g) be a closed Riemannian manifold.

• L ⊂ (T ∗L, dλ) denotes the zero section of the cotangent bundle with its standard

Liouville form λ and L is a Lagrangian submanifold.

• T ∗r L = W(L, g, r) := { (q, p) ∈ T ∗L | ‖p‖g < r } and Wg := W(L, g, 1) = { (q, p) ∈
T ∗L | ‖p‖g < 1 } is the unit (co)disk bundle.

• M := ∂Wg is the contact boundary of Wg with the contact form α := λ|M .

• γ : [0, `] → L is a geodesic with unit speed with respect to g and `g(γ) = ` is the

length of γ.

• `min
g (β) is the minimal length of a closed curve in a class β ∈ H1(L;Z). We call a

closed geodesic with this length a minimizing geodesic in class β.

• γ̃ : [0, `]→M is the lift of a unit speed geodesic γ toM given by γ̃(t) = (γ(t), g(γ̇(t), ·)).
Note that ∫

γ̃
α = `g(γ) = `.

• D = {z ∈ C | |z| ≤ 1} is the closed unit disk and ∂D = {z ∈ C | |z| = 1}. D(z,R)

denotes the closed disk of radius R centered at z.

• int Ω denotes the interior of a set Ω.

• Op(X,Y ) or Op(X) is an open neighborhood of X ⊂ Y .

2 A source of motivation for theorem 4

This section is independent from the rest of the paper. It aims at explaining at least one

source of motivation for establishing theorem 4 (existence of punctured holomorphic disks).
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We start the discussion with a proof of theorem 1.a) for tori, which we think illustrates

our purpose well. As explained in [BO16, lemma 5.1] it follows directly from the following

theorem.

Theorem 2.1. For ε > 0 let ι : L ↪→
(
S1 × (−ε, ε)

)n ⊂ (T ∗Tn, dλ) be a Lagrangian

embedding such that π ◦ ι : L → Tn induces an isomorphism in homology. Let ej :=

(π ◦ ι)∗
(
[0Tj−1 × S1 × 0Tn−j ]

)
∈ H1(L). Then

|ι∗λ(ej)| ≤ ε.

Proof: We prove that |ι∗λ(e1)| ≤ ε. Without loss of generality we can assume that ι∗λ(e1) ≥
0 and ε < 1. Put ι∗λ(ej) = ε∆j with ∆j ∈ R and ∆1 ∈ [0,∞). Denote by b∆1c ∈ N the

integer part and by Frac(∆1) := ∆1 − b∆1c ∈ [0, 1) its fractional part. Define

κ := 1 + εb∆1c,
a1 := 1− εFrac(∆1) > 0,

aj := Nκ− ε∆j ,

with N chosen large enough such that aj > a1 > 0 and aj + ε∆j ≥ 2κ for j = 2, . . . , n.

Consider now the standard symplectic embedding Φ :
(
(S1 × (−ε, ε))n, dλ

)
↪→ (Cn, ωst)

with Φ(0Tn) = S1(a1)× · · · × S1(an) ⊂ Cn (S1(a) ⊂ C being the circle that encloses a disk

of area a). Then W := Im Φ = {
⋃
S1(t1)× . . .× S1(tn) | |ti − ai| < ε }. Obviously,

ed(W) ≤ a1 + ε ≤ 1 + ε,

and equality in the second inequality can hold only if a1 = 1, i.e. ∆1 ∈ N (ed denotes

the displacement energy in (Cn, ωst)). On the other hand, the discs with boundaries on

Φ◦ ι(L) representing the classes e1, . . . , en have symplectic areas a1 + ε∆1 = 1 + εb∆1c = κ,

a2 +ε∆2 = Nκ, . . . , an+ε∆n = Nκ. Since π◦ι is an isomorphism in homology, we therefore

see that every disc with boundary on Φ◦ ι(L) and positive area has area equal to a multiple

of κ. By a theorem of Chekanov [Che98], we infer that

1 + εb∆1c = κ ≤ ed(Φ ◦ ι(L)) ≤ ed(W) ≤ 1 + ε.

We conclude that εb∆1c ≤ ε, so ∆1 ≤ 1, with equality only if ∆1 ∈ N. Thus ι∗λ(e1) ≤ ε.

Applying the same procedure to the classes e2, . . . , en we obtain the statement of the theo-

rem. �

What makes this proof easy (although it ultimately relies on a deep theorem by Chekanov

[Che98]), is that we have a very large sample of Lagrangian embeddings of tori in Cn with

holomorphic discs of arbitrary relative areas, so that we can choose which is responsible for

the displacement energy of the Lagrangian submanifold. This situation is unfortunately very

specific to tori: there are very few examples of Lagrangian embeddings of a given manifold

into a symplectic manifold, even without speaking of the freedom to choose the area of

holomorphic discs with boundary on this submanifold. On the other hand, a manifold

always embeds into its cotangent bundle as the zero section, which is Lagrangian. In this

setting there are no symplectic discs with boundary on the zero section, but punctured

holomorphic discs may replace the compact discs with a similar benefit.
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3 Punctured holomorphic curves in cotangent bundles

Let L be a closed manifold and (T ∗L
π→ L, λ) be its cotangent bundle equipped with the

Liouville form λ = pdq. The cotangent bundle is endowed with an R+
∗ -action given by

τ · (q, p) := (q, τp). Let g be a Riemannian metric on L and β ∈ H1(L;Z). If g is generic, β

has exactly one connected representative of minimal length (hence a geodesic), whose arc-

length parametrization is henceforth denoted by γ(β) (or even γ when there is no risk of

confusion). For general g there may be several connected minimal representatives and γ(β)

is then one of them. The metric g induces an isomorphism ] : TL→ T ∗L, v 7→ v] = g(v, ·),
hence an inner product (still denoted g) and a norm ‖ · ‖g on the fibers of T ∗L. We write

for the unit disk bundle and its boundary

Wg :=W(L, g, 1) := { (q, p) | q ∈ L, p ∈ T ∗q L, ‖p‖g < 1 } and M := ∂Wg.

Then α := λ|M is a contact form on M , whose Reeb vector field is denoted by R. It

is well-known that R generates the cogeodesic flow on M : its trajectories are the lifts

γ̃(t) := (γ(t), γ̇(t)]) of the unit speed geodesics γ. Moreover, (T ∗L, dλ) is a symplectic

cobordism with one positive end given by the identification

([1,∞)×M, rα)
∼−→ (T ∗L\Wg, λ),

(
r, (q, p)

)
7−→ (q, rp).

Note that this map extends to
(
(0,∞) ×M, rα

)
' (T ∗L\L, λ). The function r = ‖p‖g ∈

[0,∞) is called the radial coordinate in T ∗L. The image of the vector field r ∂∂r under this

identification is Liouville.

An almost complex structure J on T ∗L is compatible with ω := dλ if ω(·, J ·) is a positive

definite quadratic form. An almost complex structure J on (0,∞)×M is compatible with α

if J preserves kerα|{r}×M and is compatible with dα = ω on this subbundle, sends r ∂∂r to the

Reeb vector field R of ({r}×M,α) and is invariant by the R+
∗ -action on (0,∞)×M . Hence a

metric g on L defines on T ∗L a fiberwise convex hypersurface M , which in turn determines a

1-form α, and in fine a class of almost complex structures on (0,∞)×M ' T ∗L\L, namely

those which are compatible with α. Let γ be a closed geodesic with unit speed and length

` := `g(γ) and let γ̃ be its lift to M . Then for any almost complex structure J compatible

with α it can be shown that

vγ,g : R× R/`Z −→ (0,∞)×M, (s, t) 7−→ (es, γ̃(t)), (3.1)

is J-holomorphic for the complex structure j∂s = ∂t on R× R/`Z.

Definition 3.1. An almost complex structure J on T ∗L compatible with dλ is cylindrical

at infinity (with respect to g) if it is compatible with α outside a compact neighbourhood of

the zero section. We denote by J∞Cyl,g the set of all such almost complex structures, where

the ∞ of the notation aims at reminding that these structures are constrained only near

infinity. A J-holomorphic curve u defined on U\{z0} ⊂ C (where U is an open subset and

z0 ∈ U) is said to be asymptotic to γ̃ at z0 if there exists a biholomorphic identification of a

punctured neighborhood of z0 with [0,∞)×R/`Z that provides coordinates (s, t) on U\{z0}
such that d(u(s, t), vγ,g(s, t)) −→

s→∞
0. Here, d stands for any distance which is R+

∗ -invariant

on the cylindrical end.
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The aim of this section is to prove the following result. We say that a metric g has

discrete length spectrum in the class β if the lengths of the geodesics representing this class

form a discrete set.

Theorem 3.2. Let (L, g) be a closed Riemannian manifold and β ∈ H1(L;Z) a homology

class in which g has discrete length spectrum. Then for all J ∈ J∞Cyl,g there exists a map

uJ : (D\{0}, ∂D)→ (T ∗L,L) which solves the following problem:
duJ ◦ j = J(uJ) ◦ duJ ,
uJ∗[∂D] = β,

uJ is asymptotic to γ̃(β) at 0.

(P(J, β))

In other terms the set M̂(J, β) of solutions of P(J, β) is non-empty for all J ∈ J∞Cyl,g.

Remarks 3.3. (i) S1 acts on M̂(J, β) by holomorphic source reparametrizations (of

D\{0}). We denote in the sequelM(J, β) := M̂(J, β)/S1, the space of unparametrized

solutions of P(J, β).

(ii) As already mentioned, when a metric has several minimizing geodesics in the class β,

γ(β) stands for some minimizing geodesic.

(iii) If the length spectrum is not discrete, the proof of theorem 3.2 will provide for all

ε > 0 a map uJ,ε asymptotic to a lift of a geodesic in the class β of length at most

`g(γ(β)) + ε.

The scheme of proof of theorem 3.2 is mostly standard and we explain it in the present

paragraph, under the assumption that γ(β) is a primitive geodesic, i.e. not a multiple-

cover. Let g be a metric with discrete length spectrum in the class β, and assume that

γ(β) is primitive. We first define an almost complex structure Jh ∈ J∞Cyl,h for an arbitrary

metric h on L (§3.1) which has a unique Jh-holomorphic punctured disc uγ,h ∈ M̂(Jh, β)

modulo reparametrization (§3.2). We also prove that all elements ofM(J, β) for J ∈ J∞Cyl,h

are somewhere injective (§3.5). For a suitable perturbation gε of our metric g we prove

the surjectivity of the linearization of the ∂Jgε -operator at uγ,gε (§3.3 and §3.4). In §3.6

we show compactness: if a sequence of almost complex structures Jn ∈ J∞Cyl,gε
coincide

with Jgε outside a compact set and converge to J ∈ J∞Cyl,gε
in the C∞-topology, then a

sequence un of solutions of P(Jn, β) has a subsequence that converges to a solution of

P(J, β). Classical arguments then show that if {Jt}t∈[0,1] is a smooth generic path of almost

complex structures from Jgε to a generic Jn ∈ J∞Cyl,gε
that coincide with Jgε outside a

compact set, the set ∪{t}×M(Jt, β) is a one-dimensional compact cobordism between the

point {0} ×M(Jgε , β) and {1} ×M(Jn, β), hence the latter space is non-empty. Applying

again compactness to a generic sequence Jn of approximations of J that coincide with Jgε
outside a compact set, we find a solution of P(J, β) for all J ∈ J∞Cyl,gε

that coincide with

Jgε at infinity. We finally use an SFT-compactness argument to obtain the theorem for the

metric g itself (§3.7).
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3.1 A particular almost complex structure

Let g be an arbitrary Riemannian metric on L. In this section we describe a particular

almost complex structure on T ∗L that is determined by the metric g.

The Levi-Civita connection ∇ of g induces a natural connection ∇∗ on T ∗L by the

identity

d(σ(X)) = ∇∗σ (X) + σ(∇X)

for any 1-form σ and vector field X on L. This connection provides a splitting T (T ∗L) =

H⊕F , where H is the horizontal distribution of ∇∗ and F is the distribution of the tangent

spaces to the fibers. Note that we have a canonical identification F(q,p) ' T ∗q L. We call

π : T ∗L → L the natural projection and, by abuse of notation, π : H(q,p) → TqL the

isomorphism dπ|H , at least when there is no chance of confusion. In order to define our

almost complex structure we first need to explain some relations between the Riemannian

geometry on L and the contact structure on M . Recall that R denotes the Reeb vector

field on M , also seen as a vector field on T ∗L\L ' (0,∞) ×M , and that r ∂∂r = p is the

infinitesimal generator of the R+
∗ -action on T ∗L\L. Also notice that g induces an inner-

product on T ∗q L, still denoted g, by gq(u
], v]) := gq(u, v) for u, v ∈ TqL. By definition

M = {(q, p) | gq(p, p) = 1}.

Lemma 3.4. On T ∗L\L ' (0,∞)×M we have

1. R(q, p) ∈ H(q,p) and gq(π(R(q, p)), ·) = p
‖p‖g = ∂

∂r (in other terms, π(R)] = ∂
∂r ).

2. H is a subspace of T ({r}×M) for every r ∈ (0,∞) and is Lagrangian with respect to

dλ.

3. The map ] ◦ π is an isomorphism between kerα ∩H(q,p) and kerα ∩ F(q,p). Moreover,

kerα ∩H(q,p) = {V ∈ H(q,p) | p(π(V )) = 0 }
kerα ∩ F(q,p) = {V ∈ F(q,p) | gq(V, p) = 0 }.

4. kerα = (kerα ∩H(q,p))⊕ (kerα ∩ F(q,p)).

Proof: This is all well-known, but we provide some indications.

1. Since R generates the cogeodesic flow of speed 1 on M (hence on each {r} ×M since

R does not depend on the R+
∗ -coordinate), R is horizontal, gq(π(R(q, p)), ·) = p when

‖p‖g = 1 and equals p/‖p‖g in general.

2. H ⊂ T ({r}×M) because parallel transport preserves the metric. It is also Lagrangian

since the Levi-Civita connection has no torsion [Gri98].

3. The fact that kerα ∩H(q,p) = {V ∈ H(q,p) | p(π(V )) = 0 } and kerα ∩ F(q,p) = F(q,p)∩
T(q,p)M = {V ∈ F(q,p) | gq(V, p) = 0 } are immediate by definition. Now let V ∈
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kerα ∩H(q,p). Since ] is an isometry by definition of gq on T ∗q L and p(π(V )) = 0, we

have the chain of equalities

gq(π(V )], p) = ‖p‖g gq(π(V )], π(R)]) = ‖p‖g gq(π(V ), π(R)) = p(π(V )) = 0,

which means that π(V )] ∈ kerα ∩ F(q,p). By dimension considerations we see that

] ◦ π is indeed an isomorphism.

4. This is obvious by dimension considerations, since by (3), we have dim kerα∩F(q,p) =

n− 1 = dim kerα ∩H(q,p). �

We now choose a smooth non-decreasing function χ : (0,∞) → (1,∞) with χ(r) = 1

near 0 and χ(r) = r near ∞. Lemma 3.4 implies that

T(q,p)T
∗L =

〈
∂

∂r
,R(q, p)

〉
⊕ kerα ∩H(q,p) ⊕ kerα ∩ F(q,p) ∀ q ∈ L, p 6= 0.

We define the almost complex structure Jg on T ∗L\L by
Jg(R) = −χ(r)

∂

∂r
Jg : kerα ∩H(q,p) −→ kerα ∩ F(q,p)

V 7−→ −gq(π(V ), ·)
J2
g = −Id .

By lemma 3.4, Jg indeed exchanges kerα ∩H(q,p) and kerα ∩ F(q,p): if V ∈ kerα ∩H(q,p),

−gq(JgV, p) = gq(π(V )], p) = ‖p‖g gq(π(V )], π(R)]) = ‖p‖g gq(π(V ), π(R)) = p(π(V )) = 0.

Since χ = 1 near 0, the first point of lemma 3.4 shows that Jg has the following alternative

definition near the zero section: for V ∈ H, JgV = −g(π(V ), ·) ∈ F . This obviously shows

that Jg extends smoothly to the zero section, because H(q,p) −→ TqL as p→ 0. On the zero

section we have a canonical isomorphism T (T ∗L)|L ' TL⊕ T ∗L and Jg = −].

Lemma 3.5. Jg ∈ J∞Cyl,g.

Proof: By definition, JgR(q, p) = −r ∂∂r when ‖p‖g � 1 and Jg preserves kerα. Since H(q,p)

is Lagrangian, showing that Jg| kerα(q, p) is compatible with dλ(q, p) amounts to proving

that dλ(V, JgV ) > 0 for V ∈ kerα ∩ H(q,p). Moreover, since dλ is invariant by the lifts

of diffeomorphisms of L to T ∗L, a straightforward computation shows that we can assume

gq =
∑
dq2
i . Then, for V ∈ kerα ∩H(q,p),

dλ(V, JgV ) =
∑

dpi ∧ dqi(V, JgV )

= −
∑

dpi(JgV )dqi(π(V )) (because JgV ∈ F(q,p), so dqi(JgV ) = 0)

=
∑

dpi(g(π(V ), ·))dqi(π(V ))

=
∑

dqi(π(V ))2 > 0 (because gq =
∑

dq2
i ).
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Finally, to show that Jg is dilation-invariant at infinity, it is enough to work on kerα ∩H
(because H = (kerα ∩ H) ⊕ 〈R〉). If V ∈ kerα ∩ H, JgV ∈ F ∩ TM , so the dilations on

(0,∞)×M act by the identity on both V and JgV . �

We will also need the following properties of the almost complex structure Jg.

Proposition 3.6. The automorphism of T ∗L defined by σ(q, p) := (q,−p) is Jg-antiholo-

morphic. Moreover, the sub-levels {‖p‖g ≤ r} are Jg-pseudoconvex domains for r > 0.

Proof: We consider canonical coordinates (q, p) ∈ T ∗L determined by a local choice of

coordinates q = (q1, . . . , qn) on L. One can show that the horizontal distribution H(q,p) of

the connection ∇∗ is spanned by the vectors

∂

∂qi

H

=
∂

∂qi
+
∑
k,l

Γkil(q) pk
∂

∂pl
, i = 1, . . . , n, (3.1.2)

where Γkil are the Christoffel symbols of the metric g. Since dσ ∂
∂pl

= − ∂
∂pl

, we see that

σ preserves the lifts ∂
∂qi

H
and hence the horizontal distribution. A brief calculation then

reveals that σ is Jg-antiholomorphic.

In T ∗L\L one easily sees that Jg preserves the contact distribution kerα and is com-

patible with dα, hence the sets {‖p‖g ≤ r} are Jg-pseudoconvex for r > 0. �

3.2 Computation of M(Jg, β)

The almost complex structure Jg sends R to a multiple of the radial vector field ∂
∂r , hence

for any closed unit speed geodesic γ : R/`Z→ L the image of the map vγ,g of (3.1 ) is Jg-

holomorphic (its tangent planes are Jg-invariant). We now need a holomorphic parametriza-

tion of this set. Recall that

JgR = −χ(r)
∂

∂r
,

where χ is an increasing, weakly convex function with χ(r) = 1 for r close to 0 and χ(r) = r

outside a compact set. Then,

G(u) :=

∫ u

0

dr

χ(r)

is a well-defined strictly increasing function G : [0,∞)→ [0,∞) with G(0) = 0. Its inverse

defines a function G−1 : [0,∞) → [0,∞) that satisfies the differential equation h′ = χ ◦ h.

A straightforward computation shows that

uγ,g : (0,∞)× R/`Z −→ (0,∞)×M, (s, t) 7−→ (G−1(s), γ̃(t)) (3.2.3)

is a Jg-holomorphic parametrization of Im vγ,g. One can see that this map extends as a

map from the half-cylinder [0,∞)×R/`Z to T ∗L, which we also call uγ,g. The half-cylinder

([0,∞) × R/`Z, j) is conformally equivalent to the closed punctured disk (D\{0}, i) via
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the map (s, t) 7→ exp(−2π(s + it)/`). In general we will use the half-cylinder and closed

punctured disk interchangeably. Hence we can consider uγ,g : (D\{0}, ∂D) → (T ∗L,L). It

is asymptotic to γ̃ at the puncture and we have uγ,g(e
−2πit/`) = γ(t) ⊂ L ⊂ T ∗L. In other

words, uγ,g ∈ M̂(Jg, β). The aim of this section is to prove that M(Jg, β) consists of the

unique element {[uγ,g]}. We require some preliminary lemmas.

Lemma 3.7. Let u : (D\{0}, ∂D)→ (T ∗L,L) be a Jg-holomorphic map asymptotic to γ̃ at

0. Then

(i) u is smooth up to ∂D,

(ii) Crit(u) is a finite set of D\{0},

(iii) u−1(L) ∩ intD\{0} is countable and can only accumulate at critical points of u.

Proof: Point (i) is a general and classical fact that relies on the ellipticity of the ∂Jg -operator

on the space of curves with boundary on totally real submanifolds. Points (ii) and (iii) are

specific to our situation. They rely on the special form of Jg that makes the involution

σ(q, p) := (q,−p) anti-holomorphic, see proposition 3.6.

Let u : (D\{0}, ∂D) → (T ∗L,L) be a Jg-holomorphic map asymptotic to γ̃ at 0. The

map v : C\intD → T ∗L defined by v(z) := σ ◦ u(1/z) is Jg-holomorphic and coincides with

u on ∂D (because u(∂D) ⊂ L = Fix (σ)). Thus, the map

w : C\{0} −→ T ∗L

z 7−→

{
u(z) if z ∈ D\{0}
v(z) if z ∈ C\D

is holomorphic on C\∂D, continuous on ∂D, and since u and v are smooth up to ∂D, w

is Jg-holomorphic on ∂D as well. Thus, w : C\{0} → T ∗L is Jg-holomorphic. Since w is

asymptotic to γ̃ at 0, it has no critical points near 0 and [MS95, Lemma 2.4.1] guarantees

that w has only finitely many critical points in D\{0}, where it coincides with u. This

proves (ii).

We prove (iii) by contradiction. First assume there exists a sequence zn ∈ intD\{0}
that converges to a point z ∈ intD\{0}, which is not a critical point of u, and such that

u(zn) ∈ L for all n (hence u(z) ∈ L). We define

Ω := { ξ ∈ intD\{0} | ∃ ξ′ ∈ C\D : u(ξ) = v(ξ′) }.

In particular, Ω ⊃ u−1(L) ∩ intD\{0} 3 zn. By [MS95, Lemma 2.4.3], Ω contains a

neighbourhood of each of its accumulation points in intD\{0} that are not critical points

of u. It therefore contains a neighbourhood of z by assumption. Notice that the asymptotic

behaviour of u at 0 implies that Ω does not meet some neighbourhood of the puncture 0.

Let now c : [0, 1]→ D be a continuous curve between c(0) = z and c(1) = 0 that avoids the

(finitely many) critical points of u. Let t∗ := sup{ t | c([0, t]) ⊂ Ω }. Since z ∈ int Ω, and

c(Op (1)) ∩ Ω = ∅, we have 0 < t∗ < 1. Let now tn < t∗ be any sequence that converges
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to t∗. By assumption c(tn) ∈ Ω, so there exists ξ′n ∈ C\D such that v(ξ′n) = u(c(tn)).

Obviously ξ′n cannot accumulate at ∞ because v(ξ′n) = u(c(tn)) → u(c(t∗)) ∈ T ∗L. It can

neither accumulate at a point ξ′ ∈ C\D because then, by [MS95, Lemma 2.4.3], c(t∗) would

be an accumulation point of Ω, so would be contained in int Ω. Thus c(t) would belong to

Ω for t < t∗ + ε, ε > 0, which contradicts our definition of t∗. We therefore conclude that,

after extraction, ξ′n → ξ′ ∈ ∂D, so u(c(t∗)) = limu(c(tn)) = lim v(ξ′n) = v(ξ′) ∈ v(∂D) ⊂ L.

This shows that any curve that joins z to 0 in D\Crit(u) intersects u−1(L). Since Crit(u)

is finite, we conclude that the connected component U of z in D\u−1(L) does not contain

0. Thus u|U : (U, ∂U) → (T ∗L,L) is Jg-holomorphic. If ∂U is smooth, we can conclude

by Stokes Theorem. In general, we can invoke the pseudoconvexity of the hypersurfaces

{‖p‖g = r} for r > 0 (see proposition 3.6) to conclude that u|U takes values in L. Since

U is open and L is totally real, we conclude that u|U is constant, which implies that u is

constant. But this contradicts the fact that u is asymptotic to γ̃ at 0.

This contradiction shows that u−1(L) can only accumulate at Crit(u) ∪ ∂D. On the

other hand, since L is totally real, any non-critical point of u in ∂D is a point where the

intersection of u with L is clean. These points can therefore not be accumulated by points

of u−1(L) ∩ intD\{0}. This completes the proof of (iii). �

In the next lemma, D+ := D ∩ {Im z ≥ 0}. Recall that α is the one-form obtained by

α := λ|M on M and is extended by invariance under the R+
∗ -action on T ∗L\L. It is not

defined on L.

Lemma 3.8. Let u : (D+, [−1, 1]) → (T ∗L,L) be a Jg-holomorphic map. Assume that

εn → 0 verifies u(D+ ∩ {Im z = εn}) ∩ L = ∅. Then,

lim
n→∞

∫
D+∩{Im z=εn}

u∗α = −`g(u|[−1,1]), (3.2.4)

where D+ ∩ {Im z = εn} is oriented from left to right.

Notice that both sides of equality (3.2.4 ) are well-defined. The assumption guarantees

that u∗α is well-defined on D+ ∩ {Im z = εn}. Moreover, by ellipticity of ∂Jg , u is smooth

up to [−1, 1], so u([−1, 1]) has finite length.

Proof: Since both sides of the equality (3.2.4 ) are additive with respect to a partition of

Op ([−1, 1], D+), we can freely assume that u takes values in a small chart of T ∗L localized

on L, which amounts to assuming that L = Rn. Let γ := u|[−1,1] and γε := u|D+∩{Im z=ε}.

Taking into account that for the coordinates x+ iy ∈ D+,

∂yu(t, 0) = Jg∂xu(t, 0) = Jgγ̇(t) = −gγ(t)(γ̇(t), ·) ∈ T ∗γ(t)R
n,

we have

γ̇ε(t) = γ̇(t) +O(ε),

γε(t) =
(
γ(t),−εgγ(t)(γ̇(t), ·)

)
+O(ε2).
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Thus p(γε(t)) := pγε(t) = −εgγ(t)(γ̇(t), ·) + O(ε2) and ‖p(γε(t))‖g = ε‖γ̇(t)‖g + O(ε2). If

γ̇(t) 6= 0, this implies

α(γε(t)) := αγε(t) =
p

‖p‖g
(γε(t)) = −gγ(t)

(
γ̇(t)

‖γ̇(t)‖g
, ·
)

+O(ε).

Notice now that, using the reflection argument as in lemma 3.7, one immediately sees

that the critical set of the restriction of u to any compact set of (−1, 1) is a finite set,

so the Lebesgue measure Leb(Crit(γ)) = 0. Thus, one can cover Crit(γ) by an open set

Jδ ⊂ (−1, 1) of total length δ. We can also assume that Jδ contains some neighbourhood of

{−1, 1}, so that for some ε(δ) > 0, γε(t) is well-defined for t ∈ (−1, 1)\Jδ for all ε < ε(δ).

Then, for εn < ε(δ), we have∫
(−1,1)\Jδ+iεn

u∗α =

∫
(−1,1)\Jδ

αγεn (t)(γ̇εn(t))dt

= −
∫

(−1,1)\Jδ
gγ(t)

(
γ̇(t)

‖γ̇(t)‖g
, γ̇(t) +O(εn)

)
+O(εn)dt

= −
∫

(1,−1)\Jδ
‖γ̇(t)‖g +O(εn)dt.

Notice also that our O(εn) depends on u and δ, but is uniform in t, so

lim
n→∞

∫
(−1,1)\Jδ+iεn

u∗α = −`g
(
γ((−1, 1)\Jδ)

)
.

Letting now δ go to 0, the right hand side of this equality obviously converges to −`g(γ)

because γ is smooth. On the other hand,∣∣∣∣∫
Jδ+iεn

u∗α

∣∣∣∣ ≤ ∫
Jδ

∣∣∣∣∣ p

‖p‖g

∣∣∣∣
γεn (t)

(γ̇εn(t))

∣∣∣∣∣ dt ≤
∫
Jδ

‖γ̇εn(t)‖g dt ≤ Cδ,

where C is an upper bound for ‖du‖g. This shows equality (3.2.4 ). �

Lemma 3.9. If γ is a geodesic of minimal length in its homology class β, then uγ,g is the

only Jg-holomorphic punctured disc with boundary on L and asymptotic to γ̃ at 0 up to

S1-reparametrization. In other terms,

M(Jg, β) = {[uγ,g]}.

Proof: Let u ∈ M̂(Jg, β). By lemma 3.7 we have u−1(L) = I ∪ ∂D, where I ⊂ intD\{0}
can only accumulate at critical points of u. On Ω := D\(u−1(L) ∪ {0}) we can write

u = (a, ũ) ∈ (0,∞)×M . Calling π : TM → kerα the projection along the Reeb vector field

and putting V = 〈V,R〉R+π(V ) for V ∈ TM , the equations for a Jg-holomorphic map can

be written

da = χ(a)〈dũ ◦ j, R〉,
Jg(u)π(dũ) = π(dũ ◦ j).
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As a result, if s+ it are local holomorphic coordinates near some point in Ω,

u∗dα
(
∂
∂s ,

∂
∂t

)
= ũ∗dα

(
∂
∂s ,

∂
∂t

)
= dα

(
∂ũ

∂s
,
∂ũ

∂t

)
= dα

(
π
∂ũ

∂s
, π
∂ũ

∂t

)
= dα

(
π
∂ũ

∂s
, Jgπ

∂ũ

∂s

)
> 0,

and equality holds if and only if π ∂ũ∂s = π ∂ũ∂t = 0.

Fix now ε � 1 such that ∂D(0, 1 − ε) avoids I. Since I can only accumulate at

critical points of u and Crit(u) is finite, it is possible to find a finite number of disjoint

disks D(ζj , εj) b D(0, 1 − ε) such that I ∩ D(0, 1 − ε) ⊂
⋃
j D(ζj , εj). Here the εj are

chosen small enough and the number of disjoint disks k depends on these choices. Let also

γjε := ∂D(ζj , εj), γε := ∂D(0, ε), γ1−ε := ∂D(0, 1− ε), all those circles being oriented as the

boundary of ∂Ωε := ∂
(
D(0, 1− ε)\(D(0, ε) ∪

⋃
j D(ζj , εj))

)
. Then,

0 ≤
∫

Ωε

u∗dα =

∫
∂Ωε

u∗α =
k∑
j=1

∫
γjε

u∗α+

∫
γε

u∗α+

∫
γ1−ε

u∗α.

Since u is asymptotic to γ̃ at 0, a straightforward computation shows that

lim
ε→0

∫
γε

u∗α = `g(γ).

On the other hand, since α = p/‖p‖g is a bounded 1-form on T ∗L\L, its integral over the

small loops u ◦ γjε tend to 0 when εj → 0 (recall that u is smooth near the ζj). Since u is

smooth on intD\{0} and I does not approach 0, we can assume that∣∣∣∣∣∣
k∑
j=1

∫
γjε

u∗α

∣∣∣∣∣∣ < ε

by decreasing εj and increasing k if necessary. Finally, taking orientation into account,

lemma 3.8 shows that

lim
ε→0

∫
γ1−ε

u∗α = −`g(u(∂D)).

Putting all these estimates together we get

0 ≤
∫

Ω
u∗dα = `g(γ)− `g(u(∂D)).

However the reverse inequality holds as well, because the projection of u to L provides a

singular chain between γ and u(∂D) and γ is the geodesic of minimal length in its homology

class. We therefore conclude that u∗dα = ũ∗dα = 0 on Ω = D\(I ∪ {0}), so π ◦ dũ = 0 on

Ω, which means that du(z) ∈ 〈R, ∂∂r 〉 ∀z ∈ Ω. Since u is asymptotic to γ̃ at 0, we see that

Imu = Imuγ,g. But then u = uγ,g modulo source reparametrization. �

3.3 Transversality

The object of this paragraph is to study the surjectivity of the linearized Cauchy-Riemann

operator at uγ,g. We recall that
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• (L, g) determines M = {g = 1}, α,R,

• T(q,p)(T
∗L) =

〈
∂
∂r , R(q, p)

〉
⊕ kerα ∩ F(q,p) ⊕ kerα ∩H(q,p) ∀ q ∈ L, p 6= 0,

• JgR = −χ(r)gq(π(R), ·) = −χ(r) ∂∂r , where χ(r) = 1 near r = 0 and χ(r) = r near ∞,

• JgV = −gq(π(V ), ·) ∈ kerα ∩ F(q,p) for V ∈ kerα ∩H(q,p),

• γ is a minimizing geodesic in the class β whose length `g(γ) will be denoted `,

• uγ,g(s, t) = (f(s), γ̃(t)) ∈ (0,∞)×M ⊂ T ∗L and f(s) := G−1(s) with G(r) =
∫ r

0
dr
χ(r) .

In fact f solves the differential equation f ′ = χ ◦ f .

The functional analytic setup is as follows. Since this approach is fairly standard, we

refer the reader to the appendix (page 60) for the precise definitions and recall the main

points here. We define a Banach manifold of maps Bk,p,δ that contains uγ,g. We consider a

Banach space bundle Ek−1,p,δ → Bk,p,δ whose fibers are spaces of complex antilinear bundle

maps. The non-linear Cauchy Riemann operator ∂Jg defines a smooth section of this bundle

by

∂Jg(u) = du+ Jg(u) ◦ du ◦ j

and we have ∂Jg(uγ,g) = 0. The linearization of ∂Jg at uγ,g is given by

Duγ,g : Tuγ,gBk,p,δ −→ Ek−1,p,δ
uγ,g

ξ 7−→ ∇ξ + Jg ◦ ∇ξ ◦ j + (∇ξJg) ◦ duγ,g ◦ j,

where ∇ is any symmetric connection on T ∗L. Using local coordinates in a neighborhood

of our geodesic our operator takes the form

Duγ,g(ξ) = ∂Jgξ + (dJg(ξ))duγ,g ◦ j := dξ + Jg(u) ◦ dξ ◦ j + (dJg(ξ))duγ,g ◦ j.

In the appendix we show that this operator is Fredholm and has index 1 if γ is minimal (see

corollary A.7). By elliptic regularity the kernel of Duγ,g , which will be our only concern,

does not depend on k, p and δ provided kp > 2 and δ > 0 small enough.

The idea is clear: the linearized operator Duγ,g is Fredholm and has index 1. Establish-

ing surjectivity therefore amounts to proving that its kernel has dimension 1. Introducing

appropriate coordinates we manage to compute the operator explicitly. Under certain con-

ditions on the metric we then compute its kernel and show that it has the right dimension.

In the next section we will show that the metrics that satisfy these conditions are C0-dense

in the set of Riemannian metrics on L.

We first need to introduce good coordinates, called Fermi coordinates, in a neighbour-

hood of our closed geodesic γ. Unfortunately, under no assumption on the parallel transport

along γ, these coordinates are multivalued (equivalently, they only give local coordinates on

some cover of L), so we need to introduce a new set of notation. Let (γ̇(0), v1, . . . , vn−1) be

an orthonormal basis of Tγ(0)L, and let (γ̇(t), V1(t), . . . , Vn−1(t)) be the orthonormal basis
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obtained by parallel transport of (γ̇(0), v1, . . . , vn−1) along γ|[0,t]. We define

ϕ : R× (−1, 1)n−1 −→ L

(xn, x
′) 7−→ expγ(xn)

(
n−1∑
i=1

xiVi(xn)

)
(x′ = (x1, . . . , xn−1)).

By restricting this map to R× (−δ, δ)n−1 for δ > 0 small enough we get an immersion. This

can alternatively be achieved on R × (−1, 1)n−1 by rescaling the metric. Such a rescaling

obviously does not affect the generality of our argument, so we assume that ϕ itself is

an immersion. When the parallel transport O along γ|[0,`] is the identity, ϕ induces an

embedding S1 × (−1, 1)n−1 ↪→ L, which provides coordinates near γ. In general however,

this immersion only provides multivalued coordinates (it satisfies ϕ(xn+`, x′) = ϕ(xn, Ox
′)).

The map ϕ naturally lifts to a map

Φ : T ∗(R× (−1, 1)n−1)# T ∗L

such that Φ(xn+ `, yn, x
′, y′) = Φ(xn, yn, Ox

′, tO−1y′) = Φ(xn, yn, Ox
′, Oy′). Here (yn, y

′) ∈
Rn are the coordinates in the fiber. We define ĝ, Ĵg, α̂, . . . to be the pull-backs of their

corresponding objects in T ∗L by Φ. By construction, ĝij = δij + O(‖x′‖2), where ‖ · ‖
is any norm on Rn−1 (equivalently, ĝij(xn, 0) = δij and

∂ĝij
∂xl

(xn, 0) = 0). Notice that by

functoriality of the Liouville form, we get α̂ = αĝ, so R̂ = Rĝ, . . . , and finally Ĵg = Jĝ
(provided we use χ̂ = Φ∗χ in the definition of Jĝ). Also, γ pulls-back to γ̂(t) = (t, 0) ∈
R× (−1, 1)n−1, γ̃ to ˜̂γ, and uγ,g to the map

ûγ,g = uγ̂,ĝ : [0,∞)× R −→ T ∗
(
R× (−1, 1)n−1

)
' R2

(xn,yn) × (−1, 1)n−1
x′ × Rn−1

y′

(s, t) 7−→ (t, f(s), 0, 0)

This map is Jĝ-holomorphic for the standard holomorphic structure j∂s = ∂t on [0,∞)×R
(recall that Jĝ(xn, yn, 0, 0) ∂

∂xn
= −χ(yn) ∂

∂yn
). Finally, ξ lifts to a vector field ξ̂ along uγ̂,ĝ

ξ̂ : [0,∞)× R −→ Tûγ,g
(
T ∗(R× (−1, 1)n−1)

)
' R2 × R2n

(s, t) 7−→ (t, f(s), ẑ(s, t))

(the tangent bundle to T ∗(R× (−1, 1)n−1) is trivial). The vector space R2n naturally splits

into R2 × R2(n−1) tangent to T ∗R and to T ∗(−1, 1)n−1, respectively. Both factors R2 and

R2(n−1) further split as R×R and Rn−1×Rn−1, where the second factors are tangents to the

fibers of the cotangent bundles, while the first factors are non-canonical ”horizontal spaces”

(not to be confused with the subbundle H), which are tangent to L at the zero-section. We

thus write

ẑ(s, t) = (ẑn(s, t), ẑ′(s, t))

= (ân(s, t), b̂n(s, t), â′(s, t), b̂′(s, t)) ∈ R2 × R2(n−1)

= (ân(s, t), b̂n(s, t), â1(s, t), . . . , ân−1(s, t), b̂1(s, t), . . . , , b̂n−1(s, t)).

Then, ẑ(s, t) has the following properties (see the appendix A.2):

1. ẑ ∈W k,p
loc ([0,∞)× R,R2n),
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2. ẑ(0, t) is tangent to the zero section (i.e. b̂i(0, t) = 0 ∀ i)

3. ‖ẑ′(s, t)‖ ≤ Ce−δs for some constant C. In particular, â′ and b̂′ tend to 0 uniformly

when s tends to +∞,

4. ân(s, ·) and b̂n(s, ·) tend to constants uniformly when s tends to +∞

5. Finally, ẑ satisfies a certain pseudo-periodicity with regard to the parallel transport

map O. Recall that Φ(xn + `, yn, x
′, y′) = Φ(xn, yn, Ox

′, Oy′), thus we have

ẑn(s, t+ `) = ẑn(s, t), ẑ′(s, t+ `) = Oẑ′(s, t) := (Oâ′(s, t), Ob̂′(s, t)).

We call W the space of maps ẑ : [0,∞) × R → R2n that satisfy the four properties listed

above. For ẑ ∈W and ξ̂ = (t, f(s), ẑ(s, t)), we then define

D̂ξ̂ := ∂Ĵg ξ̂ + (dĴg(ξ̂))dûγ,g ◦ j.

The naturality of the lift Φ of ϕ readily implies that for Φ∗ξ̂ = ξ

Φ∗D̂ξ̂ = Duγ,g(ξ),

so if ξ lies in the kernel of Duγ,g , D̂ξ̂ = 0 as well. Thus, Duγ,g is surjective as soon as

dim ker D̂ = 1. We can get a more explicit expression for D̂ by noticing that

• D̂ξ̂ is a (0, 1)-operator, so it is determined by its action on ∂
∂s . We will therefore

identify D̂ξ̂ with D̂ξ̂( ∂∂s). Moreover, duγ̂,ĝ ◦ j ∂∂s = ∂
∂xn

• Jĝ is a tensor field on T ∗(R × (−1, 1)n−1) ' R2 × (−1, 1)n−1 × Rn−1, whose tangent

bundle is trivial. It can therefore be seen as a map Jĝ : R2 × (−1, 1)n−1 × Rn−1 →
M2n(R). Via this identification, dJĝ(ξ̂) = dJĝ(ẑ) and ∂Jĝ ξ̂

∂
∂s = ∂ẑ

∂s + Jĝ
∂ẑ
∂t .

Thus, putting Ĵ(s, t) := Jĝ(uγ̂,ĝ(s, t)) = Jĝ(t, f(s), 0, 0), we get

D̂ξ̂ ( ∂∂s) = ∂ẑ
∂s + Ĵ(s, t)∂ẑ∂t + dJĝ(ẑ)

∂
∂xn

= ∂ẑ
∂s + Ĵ(s, t)∂ẑ∂t + d

(
Jĝ

∂
∂xn

)
ẑ.

Let us also finally simplify our notation. In the remainder of this section no further reference

to ĝ, Ĵg, ûγ,g, ξ̂ will be made. We only pay attention to our operator D̂ that lives on the

pull-back space. In order to keep the notation as light as possible, we therefore suppress all

hatsˆfrom our letters, remembering that all objects correspond to their pull-backs by Φ. In

other terms, in the rest of this section, γ(t) = (t, 0) ∈ R×(−1, 1)n−1, uγ,g = (t, f(s), 0, 0)) ∈
T ∗R× T ∗(−1, 1)n−1, g = Φ∗g, Jg = Jĝ . . . We only call L̂ := R× (−1, 1)n in order to keep

the reader aware that we work in our cover.

Summarizing our discussion we obtain the following.
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Proposition 3.10. Our initial linearized Cauchy-Riemann operator is surjective as soon

as the kernel of the operator

D : W −→ W k−1,p([0,∞)× R,R2n)

z 7−→ ∂z

∂s
+ Jg(s, t)

∂z

∂t
+ d

(
Jg

∂

∂xn

)
z

has dimension 1.

We now wish to explicitly compute our operator D in the coordinates (xn, yn, x
′, y′) that

we have introduced in the neighbourhood of Imuγ,g. Recall that g is flat of order 1 near γ

in these coordinates (gij = δij +O(‖x′‖2)).

Lemma 3.11. On T ∗L̂, endowed with the coordinates (xn, yn, x1, . . . , xn−1, y1, . . . , yn−1)

defined above, we have at (xn, yn, 0, 0), yn ≥ 0,

• Jg
∂

∂xi
= − ∂

∂yi
∀ i < n and Jg

∂

∂xn
= −χ(yn)

∂

∂yn
,

• ∂Jg
∂yi

(
∂

∂xn

)
=

1− χ(yn)

yn

∂

∂yi
∀ i < n and

∂Jg
∂yn

(
∂

∂xn

)
= −χ′(yn)

∂

∂yn
,

• ∂

∂xi

(
Jg

∂

∂xn

)
= −yn

2

∑
l 6=n

∂2gnn
∂xi∂xl

∂

∂xl
∀ i < n and

∂

∂xn

(
Jg

∂

∂xn

)
= 0.

Proof: Until now, we have not made a distinction between the metric g on the manifold and

the induced metric on the cotangent bundle. In this proof alone, we need to make a clear

distinction, so the metric in the cotangent bundle will be denoted g]. By definition of the

Fermi coordinates the vector fields (∂/∂xi) are parallel along the geodesic γ, so the vectors

(∂/∂xi) belong to the horizontal space at every point of the lift of γ, which are precisely the

points (xn, yn, 0, 0). Since α = sign(yn)dxn at these points, we thus see that ∂
∂xi
∈ kerα∩H

for i 6= n, so

Jg
∂

∂xi
(xn, yn, 0, 0) = − ∂

∂yi
∀ i 6= n.

Since R generates the cogeodesic flow, it is also clear that R(xn, yn, 0, 0) = ∂/∂xn, so

Jg
∂

∂xn
(xn, yn, 0, 0) = −χ(yn)

∂

∂yn
.

This proves the first assertion of the lemma and shows as well

∂

∂xn

(
Jg

∂

∂xn

)
(xn, yn, 0, 0) = 0,

∂

∂yn

(
Jg

∂

∂xn

)
(xn, yn, 0, 0) = −χ′(yn)

∂

∂yn
.

In order to compute the other derivatives, we need to compute Jg
∂
∂xn

(xn, yn, x
′, y′) at the

first order, which requires to decompose ∂/∂xn along 〈R, ∂∂r 〉 ⊕ kerα ∩H ⊕ kerα ∩ F .

Preliminary step: computation of R. R is colinear to the Hamiltonian vector field
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associated to the function H(x, y) := ‖y‖2
g]x

=
∑
g]ij(x)yiyj , because both generate the co-

geodesic flow on the level sets of H, which coincide with the hypersurfaces {r} ×M . This

shows that for r > 0, R is colinear to

∑
l

((∑
i,j

∂g]ij
∂xl

yiyj

) ∂

∂yl
− 2
(∑

j

g]ljyj

) ∂

∂xl

)
.

We specialize to two situations. When x′ = 0, we have
∂g]ij
∂xl

= 0 and g]lj = δlj , so for yn > 0

R(xn, yn, 0, y
′) ∝ R′ := ∂

∂xn
+
∑
l 6=n

yl
yn

∂

∂xl
.

Taking again into account that gij(xn, 0) = δij , we thus get

∂

∂r
(xn, yn, 0, y

′) ∝ π(R′)] = g(π(R′), ·) =
∂

∂yn
+
∑
l 6=n

yl
yn

∂

∂yl
.

When y′ = 0, we get

R(xn, yn, x
′, 0) ∝

∑
l

∂g]nn
∂xl

y2
n

∂

∂yl
− 2

∑
l

g]lnyn
∂

∂xl

Taking into account that g]ln(xn, x
′) = δln +O(‖x′‖2), we therefore get

R(xn, yn, x
′, 0) ∝ R′ = ∂

∂xn
− yn

2

∑
l

∂g]nn
∂xl

∂

∂yl
+O(‖x′‖2),

and
∂

∂r
(xn, yn, x

′, 0) ∝ π(R′)] = g

(
∂

∂xn
, ·
)

+O(‖x′‖2) =
∂

∂yn
+O(‖x′‖2).

Computation of ∂
∂yi

(
Jg

∂
∂xn

)
for i < n. Using the preliminary step we see that

Jg
∂

∂xn
(xn, yn, 0, y

′) = Jg

R′ −∑
l 6=n

yl
yn

∂

∂xl

 .

Taking into account that yl ∈ O(‖y′‖) and Jg
∂
∂xl

= − ∂
∂yl

for l 6= n (using equation (3.1.2 )

and the fact that x′ = 0), we thus get

Jg
∂

∂xn
(xn, yn, 0, y

′) = −χ(‖y‖g])π(R′)] +
∑
l 6=n

yl
yn

∂

∂yl
.

Since yn > 0, χ(‖y‖g]) = χ(yn) +O(‖y′‖2), so

Jg
∂

∂xn
(xn, yn, 0, y

′) = −χ(yn)
∂

∂yn
+
∑
l 6=n

yl
yn

(1− χ(yn))
∂

∂yl
+O(‖y′‖2).
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Differentiating with respect to yl, we get the announced formula for ∂
∂yl

(
Jg

∂
∂xn

)
.

Computation of ∂
∂xi

(
Jg

∂
∂xn

)
for i < n. Using the preliminary step, we can write

∂

∂xn
(xn, yn, x

′, 0) = R′ +
yn
2

∑
l

∂g]nn
∂xl

∂

∂yl
+O(‖x′‖2).

Noticing that ∂g]nn
∂xl
∈ O(‖x′‖) for all l, Jg

∂
∂yl

= ∂
∂xl

+ O(‖x′‖) for all l 6= n, and Jg
∂
∂yn

=
1

χ(yn)
∂
∂xn

+O(‖x′‖), we conclude that

Jg
∂
∂xn

(xn, yn, x
′, 0) = −χ(yn)π(R′)] +

yn
2χ(yn)

∂g]nn
∂xn

∂

∂xn
+
yn
2

∑
l

∂g]nn
∂xl

∂

∂xl
+O(‖x′‖2),

= −χ(yn)
∂

∂yn
+

yn
2χ(yn)

∂g]nn
∂xn

∂

∂xn
+
yn
2

∑
l 6=n

∂g]nn
∂xl

∂

∂xl
+O(‖x′‖2).

Since
∑n

j=1 g
]
nj(xn, x

′)gjn(xn, x
′) = 1 and each factor for j 6= n is O(‖x′‖2), we see that

g]nn = 1
gnn

+ O(‖x′‖4). Using gnn(xn, x
′) = 1 + O(‖x′‖2) we obtain ∂g]nn

∂xl
= − 1

g2
nn

∂gnn
∂xl

+

O(‖x′‖3) = −∂gnn
∂xl

+O(‖x′‖2). Differentiating with respect to xj we get

∂

∂xj

(
Jg

∂

∂xn

)
(xn, yn, 0, 0) = − yn

2χ(yn)

∂2gnn
∂xn∂xj

∂

∂xn
− yn

2

∑
l 6=n

∂2gnn
∂xj∂xl

∂

∂xl
.

Notice finally that ∂gnn
∂xj

(xn, 0) ≡ 0, so ∂2gnn
∂xn∂xj

= 0. We thus get

∂

∂xj

(
Jg

∂

∂xn

)
(xn, yn, 0, 0) = −yn

2

∑
l 6=n

∂2gnn
∂xj∂xl

∂

∂xl
,

which is the third point of the lemma. �

We are now in position to compute the kernel of our operator D : W →W k−1,p([0,∞)×
R,R2n). Recall that z =

∑
ai

∂
∂xi

+ bi
∂
∂yi

and that

Dz =
∂z

∂s
+ Jg(s, t)

∂z

∂t
+ d

(
Jg

∂

∂xn

)
z.

Then,

∂z

∂s
+ Jg(s, t)

∂z

∂t
=
∑
l

∂al
∂s

∂

∂xl
+
∂bl
∂s

∂

∂yl
+
∑
l 6=n
−∂al
∂t

∂

∂yl
+
∂bl
∂t

∂

∂xl

− χ ◦ f ∂an
∂t

∂

∂yn
+

1

χ ◦ f
∂bn
∂t

∂

∂xn

=
∑
l 6=n

(
∂al
∂s

+
∂bl
∂t

)
∂

∂xl
+
∑
l 6=n

(
∂bl
∂s
− ∂al

∂t

)
∂

∂yl

+

(
∂an
∂s

+
1

χ ◦ f
∂bn
∂t

)
∂

∂xn
+

(
∂bn
∂s
− χ ◦ f ∂an

∂t

)
∂

∂yn
.
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On the other hand,

d

(
Jg

∂

∂xn

)
z =

∑
ai
∂Jg
∂xi

(
∂

∂xn

)
+
∑

bi
∂Jg
∂yi

(
∂

∂xn

)

= −
∑
l 6=n

∑
i 6=n

ai(s, t)
f(s)

2

∂2gnn
∂xi∂xl

(t)

 ∂

∂xl

+
1− χ ◦ f(s)

f(s)

∑
l 6=n

bl(s, t)
∂

∂yl
− bn(s, t)χ′ ◦ f(s)

∂

∂yn
,

(we put ∂2gnn
∂xi∂xj

(t) := ∂2gnn
∂xi∂xj

(t, 0)). Taking into account the boundary conditions and the

pseudo-periodicity, we finally obtain the following proposition.

Proposition 3.12. z =
∑
ai

∂
∂xi

+ bi
∂
∂yi
∈ kerD if and only if

∂al
∂s

+
∂bl
∂t
− f(s)

2

∑
i 6=n

ai
∂2gnn
∂xi∂xl

(t) = 0 ∀ l 6= n

∂bl
∂s
− ∂al

∂t
+

1− χ ◦ f(s)

f(s)
bl = 0 ∀ l 6= n

∂bn
∂s
− χ ◦ f(s)

∂an
∂t
− χ′ ◦ f(s)bn = 0

∂an
∂s

+
1

χ ◦ f(s)

∂bn
∂t

= 0

(3.3.5)

and satisfies the boundary and pseudo-periodicity conditions

bj(0, t) ≡ 0 ∀ j, aj(∞, t) = bj(∞, t) = 0 ∀ j < n,

an(s, ·) and bn(s, ·) converge uniformly to constants ν, µ when s→∞,
a′(s, t+ `) = Oa′(s, t), b′(s, t+ `) = Ob′(s, t),

an(s, t+ `) = an(s, t), bn(s, t+ `) = bn(s, t).

It will be convenient to notice that this computation did not really involve the precise

formula for our Fermi coordinates, but only depended on some of its properties, namely

that ϕ : R × (−1, 1)n−1 → L is a covering of a neighbourhood of γ (so that we can lift

everything), and that gij = δij + O(‖x′‖2) along γ̂ = R× {0}. The pseudo-periodicity will

soon turn out to be important. This justifies the following.

Definition 3.13. A map ϕ : R × (−1, 1)n−1 # L provides generalized Fermi coor-

dinates near γ if ϕ(t, 0) = γ(t), (ϕ∗g)ij(xn, x
′) = δij + O(‖x′‖2), and if ϕ(xn + `, x′) =

ϕ(xn, Ox
′) for some matrix O ∈ O+

n−1(R) (then O must correspond to the parallel transport

along γ|[0,`]).

In general, we do not know how to solve the system of equations (3.3.5 ). We now

impose some assumptions on the metric that allow us to explicitly compute the solutions

and check that the kernel is indeed 1-dimensional.
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Proposition 3.14. Let g be a Riemannian metric on L with a closed geodesic γ. We

assume that the metric has the following expansion in some generalized Fermi coordinates:

ĝ(xn, x
′) = (1 + k‖x′‖2)δij + o(‖x′‖2), k > 0.

Then the operator Duγ,g is surjective.

Proof: Notice that the coefficients of our partial differential equations depend only on the

second derivatives of our metric, so they coincide for two metrics which are tangent of order

2. We can therefore easily compute these coefficients under the assumptions of proposition

3.14 and we find
∂2gnn
∂xi∂xj

(t) =

{
2k if j = i 6= n,

0 else.

The solutions z = (a, b) of (3.3.5 ) thus satisfy

∂al
∂s

+
∂bl
∂t
− kf(s)al = 0 ∀ l 6= n

∂bl
∂s
− ∂al

∂t
+

1− χ ◦ f(s)

f(s)
bl = 0 ∀ l 6= n

∂bn
∂s
− χ ◦ f(s)

∂an
∂t
− χ′ ◦ f(s)bn = 0

∂an
∂s

+
1

χ ◦ f(s)

∂bn
∂t

= 0

(3.3.6)

We need several changes of variables. First we define ãn := an, b̃n := bn
χ◦f . Let ρ(s) :=

exp

(∫ s

0

1−χ◦f(s′)
f(s′) ds′

)
: [0,∞)→ R be a solution of the differential equation

ρ′(s) = ρ(s)
1− χ ◦ f(s)

f(s)
, ρ(0) = 1,

and put ãl := ρ(s)al(s, t) and b̃l := ρ(s)bl(s, t) for l = 1, . . . , n− 1.

Since f(s) tends to ∞ when s goes to ∞ and χ(r) = r at infinity, we see that ρ and
1/χ◦f tend to 0 at ∞. As a result, the ãl, b̃l, ãn satisfy the same boundary conditions at

s = 0,∞ as al, bl, an for l 6= n, but now b̃n(0, t) ≡ 0 and b̃n(∞, t) = 0. Putting also

g(s) := −ρ′

ρ (s) − kf(s), a straightforward computation shows that these functions satisfy

now

∂ãl
∂s

+
∂b̃l
∂t

+ g(s)ãl = 0

∂b̃l
∂s
− ∂ãl

∂t
= 0

∀ l 6= n,

∂ãn
∂s

+
∂b̃n
∂t

= 0

∂b̃n
∂s
− ∂ãn

∂t
= 0

(3.3.7)

Let us first focus on our system for l 6= n. The functions b̃l satisfy

∆b̃l + g(s)
∂b̃l
∂s

= 0,
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together with the pseudo-periodicity and boundary conditions

b̃l(0) = 0, b̃l(s) −→
s→∞

0, b̃′(s, t+ `) = Ob̃′(s, t).

Since ∆h2 = 2h∆h + 2‖∇h‖2, we get ∆b̃2l + g(s)
∂b̃2l
∂s = 2‖∇b̃l‖2 ≥ 0. Summing these l

equations we get

∆‖b̃′‖2 + g(s)
∂‖b̃′‖2

∂s
≥ 0. (3.3.8)

Define now hε(s, t) := ‖b̃′‖2 + εe−αs−
β
2
t2 . An immediate computation gives

∆hε + g(s)
∂hε
∂s
≥ ε(α2 − β + β2t2 − g(s)α)e−αs−

β
2
t2 .

We recall that g(s) = −ρ′

ρ (s) − kf(s) = −1−χ◦f
f (s) − kf(s), that f(s) −→

s→∞
+∞, and that

χ(r) = r when r � 1. We therefore see that −g is bounded from below on [0,∞), so the

right hand side of this last inequality is positive if α is large enough, which we assume

henceforth. The function hε is positive by definition, and does not have any maximum

on [0,∞) × R (because its Laplacian is positive at each critical point). Let (sn, tn) be a

maximizing sequence for hε, that is hε(sn, tn) → suphε. Obviously, sn remains bounded

because hε converges uniformly to 0 as s goes to ∞. We also claim that thanks to the

quasi-peridodicity (b̃′(s, t + `) = Ob̃′(s, t)), we can assume that tn ∈ [0, `]. Indeed, if

Frac( tn` ) denotes the fractional part of tn
` (whose sign is the same as tn’s), we have

hε(sn, tn) = ‖b̃′(sn, tn)‖2+e−αs
2
n−

β
2
t2n = ‖b̃′(sn, `Frac( tn` ))‖2+e−αs

2
n−

β
2
t2n ≤ hε(sn, `Frac( tn` )).

Since (sn, tn) cannot accumulate at an interior point, we see that sn → 0, so suphε = ε.

This implies that hε ≤ ε, so ‖b̃′‖2 ≤ ε. Since this holds for all ε > 0, we conclude that b̃′ ≡ 0,

so b′ = 0. Thus, using the second equation of the system (3.3.6 ), we see that a′ = a′(s),

and from the first equation, that

da′(s)

ds
− kf(s)a′(s) = 0.

This last equation gives

a′(s) = a′(0)ek
∫ s
0 f(u)du.

Letting s→∞, and taking into account that f(s) > 0 and a′(∞) = 0, we thus get a′(0) = 0,

and therefore a′ = 0.

The equations for (ãn, b̃n) are the standard Cauchy-Riemann equations, so h̃(z) :=

ãn(z) + ib̃n(z) is a holomorphic function. By the condition b̃n(0, t) = 0, Schwarz reflection

provides an extension h : C → C, and in view of the boundary conditions and periodicity,

this extension is bounded. By Liouville’s theorem, this function h is constant, so b̃n ≡ 0

and ãn is a constant. We therefore get that kerD is one-dimensional, being parameterized

by the sole value of the constant ãn = an. By proposition 3.10, D is surjective. �
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3.4 A good Riemannian metric

The aim of this paragraph is to construct a metric close to the reference metric g, which

satisfies the assumptions of proposition 3.14. A metric g′ is said to be ε-close to a metric

g if ∀ q ∈ L and ∀u, v ∈ TqL, |gq(u, v) − g′q(u, v)| ≤ ε‖u‖g‖v‖g. This defines a topology on

the space of metrics which we call the C0-topology.

Proposition 3.15. Let g be a Riemannian metric on a manifold L and β ∈ H1(L). For

all ε > 0 there exists a Riemannian metric gε,β with the following properties:

1. gε,β is ε-close to g in the C0-topology,

2. gε,β has a unique minimizing geodesic γ in the class β. Moreover, for some generalized

Fermi coordinates ϕ : R × (−1, 1)n−1 # L near γ and some k > 0, ϕ∗gε,β = (1 +

k‖x′‖2)δij + o(‖x′‖2). In other terms, ϕ∗gε,β is tangent at order 2 to a metric with

constant scalar curvature −k.

As a result of proposition 3.14 and lemma 3.9, we see that there exists a unique solution to

P(Jgε,β , β) at which the differential of the operator ∂Jgε,β is surjective.

Proof: Since the Riemannian metrics with a unique minimizing geodesic in class β are

Cl-generic (for any l), we can assume that this uniqueness property holds for g. Then

the minimizing geodesic γ(β) is the k-cover of some primitive geodesic γ′ in a class β′

such that kβ′ = β (we say that a geodesic is primitive if it is not a multiple-cover of

another one). It is then immediate to check that γ(β′) = γ′. In dimension 2, a primitive

geodesic that minimizes the length in a homology class is always simple (i.e. injective).

In dimension higher than 2, the property of a primitive geodesic being simple is Cl-generic

(in the metric), so a further perturbation of g ensures that γ′ is simple. Summarizing this

preparatory discussion, we can slightly perturb g so as to ensure that γ := γ(β) = γ(kβ′)

for some k ≥ 1 is the unique β-minimizing geodesic, while γ′ := γ(β′) is a simple closed

geodesic. We denote `′ its length and let ϕ : R× (−1, 1)n−1 # L be Fermi coordinates near

γ′. Then,

ϕ∗g = δij + hij(xn, x
′), |hij(xn, x′)| ≤ C(xn)‖x′‖2.

The pseudo-periodicity of ϕ has some immediate consequences.

• ϕ∗‖x′‖ is a well-defined function locally near γ′ on L. With slight abuse of notation,

we therefore understand ‖x′‖ as a function defined on both R×(−1, 1)n−1 and L (near

γ′).

• Similarly, ϕ∗δij is a well-defined tensor locally near γ′ on L, because the ambiguity in

multi-valuedness of ϕ is given by an orthogonal matrix O in the fiber direction, whose

derivative is again O, which precisely preserves the metric δij . By construction of the

Fermi coordinates, g = ϕ∗δij +O(‖x′‖2).

• hij(xn+`′, x′) = hij(xn, Ox
′), so our bound on hij is in fact uniform in xn: |hij(xn, x′)|

≤ C‖x′‖2 for some constant C large enough.
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Let now ρ : [0,∞) → [0, 1] be a smooth non-increasing function that equals 1 near 0, with

Supp ρ = [0, 1], and define ρε(t) := ρ(t/ε). The previous remarks show that

gε := ρε(‖x′‖2)(1 + nC‖x′‖2)ϕ∗δij + (1− ρε(‖x′‖2))(1 + ε)g

is a well-defined metric on L. We claim that it has the required properties provided ε is

chosen small enough. Indeed, since both g and (1 +nC‖x′‖2)ϕ∗δij are tangent to ϕ∗δij , the

difference ‖g− gε‖C0 is of order ε for ε small enough, so point (1) of proposition 3.15 holds.

Next, we prove that γ is the unique β-minimizing geodesic for gε. Notice that

ϕ∗gε − ϕ∗g = ρε(‖x′‖2)
(
(1 + nC‖x′‖2)δij − (δij + hij(xn, x

′))
)

+ (1− ρε(‖x′‖2))εg

≥ ρε(‖x′‖2)(nC‖x′‖2δij − hij(xn, x′)),

and the estimate |hij(xn, x′)| ≤ C‖x′‖2 holds. Thus, ϕ∗gε ≥ ϕ∗g for ε small enough, with

equality if and only if x′ = 0. Thus, gε ≥ g in the neighbourhood of Im γ′ = Im γ en-

dowed with our Fermi coordinates, with equality exactly on Im γ. On the other hand, if

ε is small enough, gε = (1 + ε)g outside this neighbourhood. Thus we see that gε ≥ g on

L, with equality exactly on Im γ. Then `gε(γ) = `g(γ) = `, while if γ2 is any other closed

connected curve in the class β, `gε(γ2) > `g(γ2) ≥ `. We conclude that γ is indeed the

unique gε-minimizing geodesic in the class β. Moreover, in the multi-valued coordinates ϕ

near γ, we have ϕ∗gε = (1 + nC‖x′‖2)δij . Finally, notice that although ϕ does not provide

Fermi coordinates for gε near γ′, it does provide generalized Fermi coordinates because

ϕ(xn+ `′, x′) = ϕ(xn, Ox
′) and ϕ∗gε is indeed tangent to δij at order 2 (see definition 3.13).

Point (2) therefore holds for gε. �

Remark 3.16. We have proved more than stated. In fact, we see that we can even choose

a minimizing geodesic γ for g and construct a deformation of g that achieves the conditions

of proposition 3.15, for which γ remains a geodesic for the parameter of the deformation.

This point is not really important in our argument. It simply allows for an easy and explicit

computation of the index of the operator Duγ,g (corollary A.7).

3.5 Somewhere injectivity

We recall the context first. (L, g) is a Riemannian manifold, J ∈ J∞Cyl,g is an almost complex

structure on T ∗L, β ∈ H1(L) is a class with a unique minimal representative, which has

a primitive geodesic (i.e. not a multiple cover). This last assumption is essential in this

section. Let M(J, β) be the set of J-holomorphic maps from the punctured disc to T ∗L,

asymptotic at 0 to a lift of the minimal geodesic in the class β and with boundary on L (see

the precise definition on p. 8). Recall that a map u : D\{0} → T ∗L is said to be somewhere

injective in a region K ⊂ T ∗L if there exists a point z ∈ D\{0} with u(z) ∈ intK and

u−1(u(z)) = {z}. We call such a point an injectivity point. The aim of this section is to

show that all elements of the moduli space M(J, β) have a somewhere injective point in a

region where we will be free to vary our almost complex structure.
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Lemma 3.17 (Somewhere injectivity). For any 0 < r < R <∞ every element u ∈M(J, β)

has an injectivity point in T ∗RL\T ∗r L.

Proof: Let u : (D\{0}, ∂D)→ (T ∗L,L) be a J-holomorphic map asymptotic to the lift of the

geodesic γ(β), which is primitive by assumption. Notice that this lift is then automatically

injective. Let 0 < ε < r be a regular value of ‖u‖g, so that the subset { ‖u‖g = ε } ⊂ D\{0}
is a finite union of closed circles. Let Ω be the connected component of a neighbourhood

of 0 in { ‖u‖g > ε } and Ω1, . . . ,Ωn the other components (there are finitely many). Let

v := u|Ω and vi := u|Ωi . Note that since u(∂D) ⊂ L, none of these components touches ∂D.

Somewhere injectivity of v. v is a proper J-holomorphic map Ω → T ∗L\T ∗ε L. We

define the following subsets of Ω,

I(v) := { z | v−1(v(z)) = {z} },
C(v) := { z | dv(z) = 0 },
D(v) := { z | ∃ z′ 6= z, v(z) = v(z′) and v(Op (z)) 6= v(Op (z′)) }.

Another description of D(v) is that the image of the restriction of v to any two neigh-

bourhoods of z and z′ never coincides (this set corresponds to the points where distinct

branches of v intersect). It is well-known that the Micaleff-White theorem implies that the

sets C(v) and D(v) are discrete (in fact C(v) is at least finite in our situation) [MW95, MS12].

Moreover, we have the following standard fact.

Claim 3.18. I(v)\C(v) is open and I(v) ∪ D(v) is closed.

Indeed, since C(v) is discrete, from a sequence of points zn in the complement of

I(v)\C(v) that converges to a point z ∈ Ω, we can either extract a constant subsequence in

C(v) or a subsequence in cI(v). In the first case, z ∈ C(v) ⊂ c
(
I(v)\C(v)

)
, so we assume

henceforth the latter and we replace zn by its subsequence, so zn /∈ I(v) ∀n. Thus, there

exist points z′n 6= zn in Ω such that v(zn) = v(z′n). Since v is proper, continuous, and v(zn)

converges, we can extract further so that z′n → z′ ∈ Ω, with v(z) = v(z′). If z 6= z′, these

points do not belong to I(v), and if z = z′, v is injective in no neighbourhood of z, so

z ∈ C(v).

To see that I(v)∪D(v) is closed, it is enough to prove that I(v) ⊂ I(v)∪D(v) (because

D(v) is discrete). Consider a sequence zn ∈ I(v) that converges to a point z ∈ Ω\I(v).

Then, there exists z′ 6= z such that v(z′) = v(z), and since zn ∈ I(v), v(Op (z′)) cannot

coincide with v(Op (z)). This finishes the proof of our claim.

Since C(v),D(v) are discrete their union is countable. So there exists a smooth embed-

ded path γ ⊂ D emanating from the origin, joining ∂D, that avoids C(v) and D(v) and such

that γ ∩Ω is connected. It is then clear that I(v)∩ γ ∩Ω is both open and closed in γ ∩Ω.

Now since v is asymptotic at 0 to the lift of a primitive geodesic, which is injective as we

noticed already, a neighbourhood of 0 in Ω is contained in I(v). We therefore conclude that

γ ∩Ω ⊂ I(v) and by the intermediate value theorem there exists an element z ∈ I(v) with

v(z) = u(z) ∈ T ∗RL\T ∗r L (recall that ‖v(z)‖g goes to∞ when z tends to 0 and goes to ε < r
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when z tends to ∂Ω). In fact, there exists even a connected open sub-arc γ′ ⊂ γ∩Ω ⊂ I(v),

whose image by v lies in T ∗RL\T ∗r L.

Somewhere injectivity of u. We now conclude our proof by showing that some point

of γ′ is a point of injectivity for u itself. We argue by contradiction. Assume that this is

not the case, then for every z ∈ γ′ there exists a j ∈ {1, . . . , n} and a ξj ∈ Ωj such that

v(z) = vj(ξj). In particular for all j the subsets { z ∈ γ′ | ∃ ξj ∈ Ωj : v(z) = vj(ξj) } are

closed in γ′. Indeed, if zn ∈ γ′ → z ∈ γ′ is such that ∃ ξn ∈ Ωj with v(zn) = vj(ξn), then

by properness of vj , ξn has a subsequence converging to ξ∗ ∈ Ωj and we have v(z) = vj(ξ∗).

The union of these subsets covers γ′. Since γ′ is open, this is only possible if each subset is

either empty or equals γ′. Thus, one of the maps vi (say v1) must satisfy Im v1 ⊃ v(γ′). Let

Ω′ ⊂ Ω be the connected component of γ′ in the set of points z ∈ Ω such that v(z) = v1(z′)

for some z′ ∈ Ω1. Then, by the same argument as above, Ω′ is closed in Ω by properness

of v1. Notice that since C(v) is finite, Ω′\C(v) is also closed in Ω\C(v). We claim that

Ω′\C(v) is also open in Ω\C(v). Indeed, if z ∈ Ω′\C(v), there is by definition a sequence of

distinct points zn ∈ Ω′ that converges to z (because Ω′ is the connected component of an

open arc). Notice that the Micaleff-White theorem shows that the preimage of any point

v(zn) is finite, so we can assume that the v(zn) are distinct as well. By definition of Ω′,

there are distinct points z′n ∈ Ω1 such that v1(z′n) = v(zn) → v(z). Now since z ∈ Ω, we

have ‖v(z)‖g > ε, and since v1 is proper into {‖p‖g > ε}, the sequence z′n is compactly

contained in Ω1. Thus, we can assume that z′n converges to z′ ∈ Ω1. Then, v(z) = v1(z′),

and using [MS95, Lemma 2.4.3] (z /∈ C(v)), we get that z ∈ int Ω′\C(v). Thus Ω′\C(v) is

open and closed in Ω\C(v), which is connected, so Ω′\C(v) = Ω\C(v). Since Ω′ is also closed

in Ω, we get that Ω′ = Ω. But this is impossible, since ‖v1‖g is bounded while ‖v‖g is not. �

3.6 Compactness results for punctured holomorphic disks

We state compactness results for sequences of punctured holomorphic disks in cotangent

bundles. In this section we will use results from symplectic field theory and various construc-

tions therein, such as the notion of holomorphic buildings and the splitting of symplectic

manifolds along a contact hypersurface (stretching the neck). We give details where pos-

sible, but for the sake of the exposition we refer the reader to [BEH+03] and [Abb14] for

the precise definitions and notions in symplectic field theory. In order to make this section

more readable we adapt the notation to the setting of punctured disks in cotangent bundles,

even though the results may hold in more general settings.

Our setting is as follows. For a closed Riemannian manifold (L, g) we denote by M ⊂
T ∗L the unit cotangent bundle and by Wg the open unit disk bundle, i.e. ∂Wg = M .

Then (M,α := λ|M ) is a contact manifold and (T ∗L, dλ) has a cylindrical end E given by

(E := T ∗L\Wg, dλ) ' ([1,∞)×M,d(rα)). As before we denote by L ⊂ T ∗L the zero-section

and note that the above identification extends to (T ∗L\L, dλ) ' ((0,∞)×M,d(rα)).
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3.6.1 Energy of holomorphic curves in cotangent bundles

Let J ∈ J∞cyl,g be an almost complex structure on T ∗L that is cylindrical on the whole end

E. Let (S, j) be a compact Riemann surface (possibly with boundary) and let Z ⊂ S be a

finite subset of interior punctures. For a J-holomorphic map F : (S\Z, j) → (T ∗L, J) we

write F = (a, f) : U ⊂ S\Z → [1,∞) ×M on the subset U := F−1(E). In (T ∗L, ω := dλ)

we define the ω-energy of F as

Eω(F ) =

∫
F−1(Wg)

F ∗ω +

∫
F−1(E)

f∗dα. (3.6.9)

Let Λ :=
{
ϕ ∈ C∞c ([1,∞))

∣∣ϕ ≥ 0,
∫∞

1 ϕ(s)ds = 1
}

. We define the α-energy to be

Eα(F ) = sup
ϕ∈Λ

∫
F−1(E)

ϕ ◦ a da ∧ f∗α

The total energy of F is then defined as the sum

E(F ) = Eω(F ) + Eα(F ).

In order to apply the SFT compactness theorem we must find a uniform upper bound

on the energy of a sequence of punctured holomorphic curves. Compared with the lemmas

of these kind present in [BEH+03], for instance proposition 6.3, the following estimation

allows us to consider a sequence of almost complex structures that are all cylindrical, but

not fixed at infinity.

Lemma 3.19. Let J be an almost complex structure on T ∗L that is cylindrical on the end

E. Let γ be a closed unit speed geodesic on L and γ̃ its lift to M . For every J-holomorphic

curve u : (D\{0}, ∂D)→ (T ∗L,L) asymptotic to γ̃ at 0 we have

E(u) ≤ 3α(γ̃) = 3`g(γ).

Proof: Let u : (D\{0}, ∂D) → (T ∗L,L) be a J-curve asymptotic to γ̃ at 0. Recall that

T ∗L = Wg ∪ E, where E ' ([1,∞) ×M,d(rα)) and Wg\L ' ((0, 1) ×M,d(rα)), that J

is dλ-compatible on T ∗L and compatible with α on E. These compatibilities imply that

dα(·, J ·) ≥ 0 and dr ∧ α(·, J ·) ≥ 0 on E−δ := [1− δ,∞)×M for some δ > 0 small enough.

We will exploit this non-negativity below, under the wording that α is tamed by J .

On u−1(E−δ) we put u = (a, ũ) ∈ [1 − δ,∞) ×M . The total energy of u is then given

by E(u) = sup{ Eϕ(u) |ϕ ∈ Λ }, where

Eϕ(u) =

∫
u−1(Wg)

u∗ω +

∫
u−1(E)

ũ∗dα+ ϕ ◦ a da ∧ ũ∗α.

Let us fix ϕ ∈ Λ (thus ϕ : [1,∞)→ [0,∞) has compact support and
∫∞

1 ϕ = 1) and consider

a smooth function ϕ̃ : (0,∞) → [0,∞) such that ϕ̃(t) = 1 for t ∈ (0, 1 − δ], ϕ̃(t) ≥ 1 for
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t ≤ 1, ϕ̃(t) ≥ ϕ(t) for t > 1, ϕ̃ = 0 near ∞, and
∫∞

0 ϕ̃ ≤ 3 (this is possible because∫ 1
0 1dt =

∫∞
1 ϕ(t)dt = 1). Define then h(t) :=

∫ t
0 ϕ̃(s)ds and ωh := d(hα). Since h(t) = t for

t < 1− δ, ωh coincides with ω = dλ on (0, 1− δ]×M and in particular extends to the zero

section. We claim that

0 ≤ u∗ωh, (3.6.10)

Eϕ(u) ≤
∫
u∗ωh. (3.6.11)

Let us first see how to conclude. By (3.6.10 ) we have∫
D\{0}

u∗ωh = lim
ε→0

∫
D\Dε

u∗ωh = lim
ε→0

∫
D\Dε

u∗d(hα) = −lim
ε→0

∫
∂Dε

h ◦ a ũ∗α.

Since h is constant near ∞, h(∞) ≤ 3 and u is asymptotic to γ̃ at 0. Note that the

orientation of ∂Dε corresponds to −γ̃ := γ̃(−t) in the limit as ε→ 0 (see p.11). Now using

(3.6.11 ) we get

Eϕ(u) ≤
∫
u∗ωh = −h(∞)

∫
−γ̃
α = h(∞)α(γ̃) ≤ 3`g(γ).

Since this holds for all ϕ, we have our desired bound on E(u).

It remains to establish our claim. For (3.6.10 ), notice that ωh = dλ on (0, 1− δ]×M ,

so u∗ωh ≥ 0 on u−1
(
L∪ (0, 1− δ)×M

)
. On [1− δ,∞)×M , α being tamed by J , it is easy

to see that ũ∗dα ≥ 0 and da ∧ ũ∗α ≥ 0. Thus, since h′ ≥ 0, we get

u∗ωh = u∗d(hα) = h(a)ũ∗dα+ h′(a)da ∧ ũ∗α ≥ 0.

We now prove (3.6.11 ).

Eϕ(u) =

∫
u−1(Wg)

u∗ω +

∫
u−1(E)

(ũ∗dα+ ϕ ◦ a da ∧ ũ∗α)

=

∫
u−1(Wg\E−δ)

u∗ω +

∫
u−1(Wg∩E−δ)

u∗d(rα) +

∫
u−1(E)

(
ũ∗dα+ ϕ ◦ a da ∧ ũ∗α

)
=

∫
u−1(Wg\E−δ)

u∗ωh +

∫
u−1(Wg∩E−δ)

(
a ũ∗dα+ da ∧ ũ∗α

)
+

∫
u−1(E)

(
ũ∗dα+ ϕ ◦ a da ∧ ũ∗α

)
As we already noticed, since u is J-holomorphic for a J which tames α on E−δ, we have

ũ∗dα ≥ 0 and da∧ ũ∗α ≥ 0, so the inequalities h(t) ≥ t and h′(t) ≥ 1 for 0 < t < 1, h(t) ≥ 1

for t ≥ 1, h′(t) ≥ ϕ on t ≥ 1 imply that

Eϕ(u) ≤
∫
u−1(Wg\E−δ)

u∗ωh +

∫
u−1(Wg∩E−δ)

(
h(a)ũ∗dα+ h′(a) da ∧ ũ∗α

)
+

∫
u−1(E)

(
h(a)ũ∗dα+ h′(a) da ∧ ũ∗α

)
≤
∫
u−1(Wg\E−δ)

u∗ωh +

∫
u−1(E−δ)

u∗d(hα) =

∫
u∗ωh.
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This concludes the proof of (3.6.11 ) and thus of our lemma. �

If J is only compatible with α on [K,∞)×M for a constant K > 1, a rescaling provides

the estimate E(u) ≤ 3K`g(γ). Thus lemma 3.19 implies the following statement.

Corollary 3.20. Let Jn be a sequence of almost complex structures in J∞Cyl,g which are com-

patible with α outside a fixed compact set. Then there exists a constant C > 0 that depends

only on the fixed compact set, such that every Jn-holomorphic curve un : (D\{0}, ∂D) →
(T ∗L,L) asymptotic to γ̃ at 0 satisfies the energy bound E(un) ≤ C.

3.6.2 Compactness for punctured holomorphic disks I

Theorem 3.21. Let (L, g) be a closed Riemannian manifold which has a unique minimizing

geodesic γ in the class β ∈ H1(L;Z). Let Jn ∈ J∞Cyl,g be a sequence of almost complex

structures on T ∗L that are fixed outside a compact subset and converge to an almost complex

structure J ∈ J∞Cyl,g in the C∞-topology. Assume un : (D\{0}, ∂D)→ (T ∗L,L) is a sequence

of Jn-holomorphic curves asymptotic to γ̃ at 0. Then, after restricting to a subsequence, un
converges in C∞loc to a J-holomorphic map u : (D\{0}, ∂D) → (T ∗L,L) asymptotic to γ̃ at

0.

Proof: Since all un are asymptotic to γ̃ at 0, by corollary 3.20 the energy E(un) is uniformly

bounded. We now apply the SFT compactness theorem for punctured holomorphic curves

with boundary in symplectic cobordisms [BEH+03, Abb14]. It implies that there exists

a N ∈ N such that our sequence un : (D\{0}, ∂D) → (T ∗L,L) converges to a stable

holomorphic building of height N . This is given by the following data in our situation.

(i) v0 : (S0\Z0, ∂S0, j0) → (T ∗L,L, J) is a proper J-holomorphic map from a compact

Riemann surface with boundary S0 with a finite set of punctures Z0 ⊂ S0\∂S0 to the

almost complex manifold (T ∗L, J) such that v0(∂S0) ⊂ L and v0 has finite energy.

Note that S0 may have multiple components.

(ii) For k = 1, . . . , N we have holomorphic maps vk : (Sk\Zk, jk) −→ (R ×M, Ĵ) from

closed Riemann surfaces Sk with a finite set of punctures Zk ⊂ Sk to the symplectiza-

tion R×M . Here the almost complex structure Ĵ is R-invariant and equals J where

J is translation invariant in the end [1,∞) ×M . Furthermore we have decoration

maps Φk for k = 1, . . . , N that glue all of the negative punctures of Zk to the positive

punctures of Zk−1. More precisely, let Sk denote the oriented blow-up of Sk at the

points z ∈ Zk. The conformal action jk defines a circle action at every boundary circle

of Sk and a decoration Φk is a choice of map from the negative boundary circles of

Sk to the positive boundary circles of Sk−1 that anti-commutes with the circle action

(Φk(e
itξ) = e−itΦk(ξ)).

(iii) Denote by S := S0 ∪Φ1 S1 ∪ . . . ∪ΦN SN the piecewise smooth surface obtained by

gluing together all blow ups Sk of Sk at their punctures via the decoration maps Φk.
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Then S has no nodal points and is homeomorphic to D̂0 := R≥0 × S1 ∪ {∞} × S1,

which is homeomorphic to the oriented blow-up of D at 0. This holds because T ∗L

and R×M are exact symplectic manifolds, so there can be neither bubbling of spheres,

nor of discs with boundary on L (in a more general context with possible bubbling,

this point holds only if we add nodal points to our discussion). Furthermore there

exists a diffeomorphism G : T ∗L =Wg ∪M E →Wg such that the compositions G◦v0

and π ◦ vk for all k fit together into a continuous map S →Wg that maps {∞} × S1

to γ̃, where π : R×M →M is the projection.

T ∗L

R×M

R×M
γ̃

Figure 1: A holomorphic building appearing as a limit of un

We now analyze the limit holomorphic building. We start by considering the top floor

of the building, i.e. the holomorphic curve given by vN : (SN\ZN , jN ) −→ (R×M, Ĵ). By

point (iii) the piecewise smooth surface S is homeomorphic to D̂0, hence only one component

of SN has a positive puncture in ZN . This implies that there are no other components of SN ,

since the maximum principle asserts that every punctured holomorphic curve in R×M must

have at least one positive puncture. The genus of S is 0, thus we have SN = CP 1, ZN =

{z0, z1, . . . , zl} is a finite set of punctures and vN : (CP 1\{z0, z1, . . . , zl}, jN )→ (R×M, Ĵ)

is a Ĵ-holomorphic curve asymptotic to the Reeb orbit γ̃ at the positive puncture, say z0,

and asymptotic to Reeb orbits γ̃1, . . . , γ̃l at the negative punctures.

Considering now the map given by the composition of R ×M � M ⊂ T ∗L with the

natural projection π : T ∗L → L, the image of vN (SN\ZN ) provides a cobordism between

γ = π(γ̃) and ∪li=1γi := ∪li=1π(γ̃i), so
∑

[γi] = [γ] = β. On the other hand, since vN is

Ĵ-holomorphic, we have

0 ≤ A(vN ) :=

∫
SN\ZN

v∗Ndα =

∫
∂(SN\ZN )

v∗Nα =

∫
γ̃
α−

l∑
i=1

∫
γ̃i

α = `g(γ)−
l∑

i=1

`g(γi).

Notice now that, S being homeomorphic to a cylinder, the building provides a capping

of all but one of the γ̃i. Projecting these cappings to L, we deduce that only one of the

γi is homologically non-trivial. Thus, one of the γi represents the class β, while all the

others vanish in homology. Since γ is the unique minimal geodesic in class β, we infer that

{γ1, . . . , γl} = {γ}, that A(vN ) = 0, so that vN is a trivial cylinder above the Reeb orbit γ̃.

Iterating this argument for the floors below, we see that the stable holomorphic building

consists only of the holomorphic map v0 : S0\Z0 → T ∗L with a unique puncture (#Z0 = 1)
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at which v0 is asymptotic to γ̃. By point (iii) above, S0 is a disc, so

v0 : (D\{0}, ∂D)→ (T ∗L,L)

is J-holomorphic and asymptotic to γ̃ at 0. �

3.6.3 The splitting construction

In the following we will use a well-known splitting construction, also called stretching the

neck in the literature [BEH+03]. In this section we review this construction and explain our

viewpoint on the different objects introduced by the theory. We insist on our definition of

the completion of a symplectic cobordism, which might slightly differ from the usual one.

Symplectic cobordisms. A symplectic cobordism is a compact symplectic manifold

(X,ω) with boundaries M± of positive (resp. negative) contact type: in a neighbour-

hood of M±, ω = dλ± is exact, and the corresponding Liouville vector field, defined by

ω(Y±, ·) = λ±, points outside X for positive boundaries and inside X for negative ones.

Then α± := λ±|M± is a contact form on M±. One of the boundaries may be empty but

not both. It is called an exact symplectic cobordism if ω has a global primitive λ on X and

λ± = λ. This should not be confused with the case where (X,ω) is an exact symplectic

manifold and λ± 6= λ. We illustrate these points using the main examples that will appear

in the sequel. Let (L, g) be a closed Riemannian manifold.

• (W(L, g, r), dλ) is an exact symplectic cobordism with M− = ∅, M+ = ∂W(L, g, r).

• For r > r′, W(L, g, r)\W(L, g, r′) is an exact symplectic cobordism with M+ =

∂W(L, g, r) and M− = ∂W(L, g, r′).

• If L′ ⊂ T ∗L is a Lagrangian submanifold and W ′ ⊂ W(L, g, r) is a Weinstein neigh-

bourhood of L′, W(L, g, r)\W ′ is exact as a symplectic manifold since it lies in T ∗L,

but it is an exact symplectic cobordism only if L′ is an exact Lagrangian submanifold

of T ∗L.

Cylindrical ends and completions. In a neighbourhood of a boundary component

of a symplectic cobordism (say positive), the transverse Liouville vector field provides a

coordinate r and a symplectic identification between this neighbourhood and (M+ × (1 −
ε, 1], d(rα+)). One can then glue a cylindrical end M+×[1,∞) to X and obtain a completion

of X along M+ (glue M− × (0, 1] for a negative component). From a set theoretic point of

view this completion is unambiguous: X̃ := X tM+× (1,∞). We now want to give details

on the structures involved. First we describe the completion from the differential viewpoint

more precisely. Let f+ : (1− ε, 1)→ (1− ε,∞) be a diffeomorphism that coincides with the

identity near 1− ε (respectively, f− : (1, 1 + ε)→ (0, 1 + ε) is the identity near 1 + ε). We

get a bijection Φ : X\M+ → X̃ given by Φ = Id outside M+×(1−ε, 1) (or M−×(1, 1+ε))
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and defined in this region by Φ(x, r) = (x, f+(r)). Since f+ is a diffeomorphism, we get a

natural structure of smooth manifold on X̃ which makes Φ a diffeomorphism. Then X̃ can

be endowed with the symplectic form ω̃ := Φ∗ω, which we do (the symplectic forms which

arise this way are all isomorphic). We insist on this last point: a perhaps more common

way to define a symplectic form on the completion is to take d(rα) on the ends, which

enlarges the symplectic structure. For instance the completion of (W(L, g, 1), dλ) along

its boundary in this way is (T ∗L, dλ) and has infinite volume. We choose a different path

here. For us in this paper, the completion is endowed with a symplectic structure which

makes X̃ symplectomorphic to X\M+. On the other hand, on X̃ we now have dilations

on the end M+ × (1,∞) (contractions if we complete a negative end), and we say that an

almost complex structure on X̃ is cylindrical at infinity if it is compatible with ω̃ on X̃ and

compatible with α+ at infinity, in a similar way as already defined for the cotangent bundle:

outside a compact set of X̃ it sends r ∂∂r to the Reeb vector field of α+ and is invariant by

the dilation on the positive end (by the contractions on the negative end, respectively). In

other terms, the completion X̃ coincides with X\M+ from a symplectic point of view, but

it has very specific almost complex structures, which will usually be denoted with a tilde.

This completion can be made along several boundaries at a time, and by the completion

of X we mean its completion along all boundary components. We say that an almost

complex structure on X\M+ is cylindrical at infinity if it coincides with the pull-back of a

cylindrical almost complex structure on the completion X̃ of X. Similarly, a holomorphic

curve in X\M+ is said to be asymptotic to some Reeb orbit of a boundary component if it

is when pushed forward to the completion X̃. The following example will be useful in the

sequel.

Example 3.22. Since the completion of W(L, g, r) is T ∗L from the almost complex point

of view, the statement of theorem 3.2 for almost complex structures J ∈ J∞cyl,g is equiva-

lent to the existence of punctured holomorphic discs in W(L, g, r) with boundary on L and

asymptotic to the lift of some minimal geodesic in class β to ∂W(L, g, r) for almost complex

structures on W(L, g, r) cylindrical at infinity. We will freely switch from one setting to the

other in the following.

Stretching the neck. Let now X be a symplectic cobordism and M ⊂ intX be a

(separating) closed contact type hypersurface. As previously, a collar neighbourhood of M

in intX is symplectomorphic to (M×(1−ε, 1+ε), d(rα)). We start with an almost complex

structure J that is compatible with ω, cylindrical at infinity on intX and compatible with

α in our collar neighbourhood . For small ε > 0 we define a collection of manifolds Xε

by replacing our collar neighbourhood in intX with a very large collar M × (ε, 1/ε), by a

procedure analogous to the one described in the previous paragraph. We extend J to an

almost complex structure Jε on Xε by choosing Jε to be dilation invariant in the collar.

There is a diffeomorphism between Xε and intX and Xε can be endowed with the pull-

back symplectic form. Again, Xε coincides with intX from the symplectic point of view,

but the almost complex structures compatible with α in this larger collar are different. In

our context, neck stretching consists in letting the parameter ε go to zero and studying

the behaviour of sequences of Jε-holomorphic curves in Xε. The compactness theorem of
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[BEH+03] related to this splitting can be summarized in an imprecise way as follows:

Theorem (Bourgeois et al.). Let Jn := Jεn be a sequence of almost complex structures on

a symplectic cobordism, cylindrical and fixed at infinity, that stretch the neck of a closed

contact type hypersurface M . Assume that M splits X into X+∪X−, with ∂X+ = M+∪M
and ∂X− = M− ∪ M . Let un : Σ → X be a sequence of Jn-holomorphic curves which

satisfy some energy bound. Then, after extraction, un converges to a holomorphic building

with finite energy: a collection of punctured holomorphic curves in M+ × (0,+∞), X̃+,

M × (0,∞), X̃−, M− × (0,∞), asymptotic at their punctures to Reeb orbits and organized

in levels (see the more detailed descriptions in our specific situations below).

Remarks 3.23. • The statement above makes sense, and still holds, when M = ∅.
Then, the sequence Jn does not stretch any neck, and the components of the limit

building take values in M+ × (0,+∞), X̃ and M− × (0,+∞). This is exactly the

compactness statement of theorem 3.21.

• We do not wish to discuss here the notion of energy of a curve or a holomorphic

building in a cobordism. What we need to know for the rest of the paper is as follows

and can also be found in [BEH+03]: in T ∗L this notion coincides with the energy

that we defined in §3.6.1. The buildings that arise as a limit of curves with finite

energy have finite energy. Then any component of such a building has itself finite

energy. And finally, punctured holomorphic curves with finite energy are asymptotic

in a Cl-sense to trivial cylinders over closed Reeb orbits.

Symplectic area of a building in a split manifold. In the setting defined above, there

is a natural concept of symplectic area for a holomorphic building B with finite energy in

a split manifold, denoted henceforth A(B), which is very close to the notion of symplectic

energy [BEH+03]. This is simply the sum of the symplectic areas of the components in the

different pieces of the split manifolds, where

• the symplectic area of a component in a completion (X̃+, X̃− in the previous state-

ment) is computed with the symplectic form. We recall that intX and X̃ are sym-

plectomorphic. This quantity is a positive number.

• the symplectic area of a component in a cylindrical piece M × (0,∞) is computed

by integration of π∗dα (where π : M × (0,∞) → M is the projection). Notice that

π∗dα is not a symplectic form on M × (0,∞). This is however a non-negative number

when evaluated on a holomorphic curve that vanishes if and only if the component is

a trivial cylinder over a Reeb orbit.

The name symplectic area is justified by the following result, proved in [BEH+03, Proposi-

tion 9.4] in the language of symplectic energy.

Proposition 3.24. Let un be a sequence of Jn-holomorphic curves for a sequence of al-

most complex structures that stretch the neck of a closed contact type hypersurface (possibly

empty). Then, the symplectic area of the limit building is the limit of the symplectic area of

the curves un.
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For a subbuilding B′ ⊂ B the symplectic area A(B′) has an easy geometric interpreta-

tion, which we will not use: it simply represents, up to a small error that goes to 0 with

n→∞, the symplectic area of the restriction of un to a subset that converges to this sub-

building (see [BEH+03] for the precise definition of this convergence). We will use however

the following fact: in an exact setting (to be made precise in the following statement) the

symplectic area of a building depends only on its asymptotic Reeb orbits.

Lemma 3.25. Let (X,ω) be a symplectic cobordism between (M+, α+) and (M−, α−) such

that ω = dλ is exact. Let (M,α) be a closed contact type hypersurface that splits X in

X+ and X−. Let B be a finite energy holomorphic building with components in the floors

M−× (0,∞), M+× (0,∞), M × (0,∞), X̃− and X̃+. We call {γ+
i } and {γ−i } the positive

and negative Reeb orbits to which B is asymptotic at its positive and negative punctures.

Then the symplectic area of B is

A(B) =
∑
i

∫
γ+
i

λ−
∑
j

∫
γ−j

λ.

Proof: The proof is almost immediate. The formula is additive with respect to the decom-

position of the building in different floors, hence we only need to verify the formula for each

floor.

For the components in X̃+ or X̃− we can apply Stokes’ theorem. For a component in

M × (0,∞) given by u : Σ\Z → M × (0,∞), where Z := {zi} is a set of punctures of the

closed Riemann surface Σ and Γ := {γ+
i } ∪ {γ

−
j } their corresponding asymptotic closed

Reeb orbits, we proceed as follows. Let f : (0, 1)→ (0,∞) be an increasing diffeomorphism

and F := Id ×f : M × (0, 1)→M × (0,∞) the induced diffeomorphism. By the asymptotic

properties of the holomorphic buildings with finite energy, the pull-back F ∗u : Σ\Z →
M × (0, 1) can be considered as a smooth map of the compact surface Σ̂ obtained by

blowing-up the punctures to M × [0, 1]. This map is therefore amenable to Stokes theorem.

Moreover, F ∗(π∗dα) = (π ◦ F )∗dα = π∗dα = π∗dλ because dα|M = ω|M = dλ|M . Thus,∫
Σ\Z

u∗π∗dα =

∫
int Σ̂

(F ∗u)∗F ∗π∗dα =

∫
int Σ̂

(F ∗u)∗π∗dλ =

∫
Σ̂

(F ∗u)∗π∗dλ =

∫
∂Σ̂

(π ◦ u)∗λ

=
∑
γ∈Γ

∫
γ
λ =

∑
i

∫
γ+
i

λ−
∑
j

∫
γ−j

λ.

3.6.4 Compactness for punctured holomorphic disks II

We recall the setting: g is a Riemannian metric on L and M = {‖p‖g = 1}. Let W ′ be a

smoothly bounded open neighborhood of the zero section such that (M ′ := ∂W ′, α′) is a

closed hypersurface of contact type. Assume that the projection π : T ∗L → L induces an

isomorphism π∗ : H1(W ′)→ H1(L). We consider a sequence Jn ∈ J∞cyl,g of almost complex

structures which stretch the neck near M ′, in particular these almost complex structures

are cylindrical and fixed in the complement of a compact set of T ∗L. For a chosen class

β ∈ H1(L) and γ̃ a lift of a minimal geodesic γ representing β, let un : D\{0} → T ∗L be a
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sequence of Jn-holomorphic punctured disks such that un(∂D) ⊂ L, [un(∂D)] = β and un

is asymptotic to γ̃ at 0. We write ˜T ∗L\W ′ for the completion of T ∗L\W ′ with a negative

cylindrical end (0, 1)×M ′ and W̃ ′ for the completion of W ′ with a positive cylindrical end

(1,∞)×M ′. Note that these completions are symplectomorphic to the underlying spaces.

Recall also that the splitting process provides almost complex structures, each denoted J̃ ,

on (0,∞)×M , ˜T ∗L\W ′, (0,∞)×M ′ and W̃ ′. These structures are cylindrical at infinity

in ˜T ∗L\W ′ and W̃ ′ for the contact form α′, and cylindrical in (0,∞) ×M ′ (meaning that

it is compatible with α′ and R+
∗ -invariant).

Theorem 3.26. The sequence (un)n∈N converges to a holomorphic building with the fol-

lowing properties:

• it has no component in (0,∞)×M (in other terms, the top floor of the holomorphic

building is ˜T ∗L\W ′),

• it contains, as a subbuilding, a disc with one positive puncture with boundary on L and

asymptotic at the puncture to a Reeb orbit γ̃′ in M ′ that projects to a representative

of β ∈ H1(L),

• if ˜T ∗L\W ′ is exact (i.e. α′ = λ|M ′) we can be more precise: the bottom level contains

a J̃-holomorphic map v0 : (D\{0}, ∂D) → (W̃ ′, L) that is asymptotic to a Reeb orbit

γ̃′ in M ′ that projects to to a representative of β ∈ H1(L)).

Proof: Since all un are asymptotic to γ̃ at 0, by corollary 3.20 the energy E(un) is uniformly

bounded. The SFT compactness theorem for split symplectic manifolds [BEH+03, Abb14]

implies that our sequence un : (D\{0}, ∂D, j) → (T ∗L,L, Jn) converges to a stable holo-

morphic building. In our situation this is given by the following data.

(i) v0 : (S0\Z0, ∂S0, j0) → (W̃ ′, L, J̃) is a proper J̃-holomorphic map from a compact

Riemann surface S0 with boundary ∂S0 with a finite set of punctures Z0 ⊂ S0\∂S0 to

the almost complex manifold (W̃ ′, J̃) with finite energy. Moreover, although S0 may

have several components, ∂S0 is a unique circle, v0(∂S0) ⊂ L, and since (un)∗[∂D] = β,

v0(∂S0) represents the class β in H1(L). The almost complex structure J̃ is cylindrical

at infinity on W̃ ′ (for the contact form α′).

(ii) For k = 1, . . . , p− 1 we have holomorphic maps

vk : (Sk\Zk, jk) −→ ((0,∞)×M ′, J̃),

from closed Riemann surfaces Sk with a finite set of punctures Zk ⊂ Sk to the symplec-

tization (0,∞)×M ′. The almost complex structure J̃ is cylindrical with respect to the

contact form α′. As in section 3.6.2, there are decoration maps Φk for k = 1, . . . , p−1

that glue all of the negative punctures of Zk to the positive punctures of Zk−1 in the

corresponding oriented blow-ups Sk and Sk−1.

(iii) vp : (Sp\Zp, jp) → ( ˜T ∗L\W ′, J̃) is a J̃-holomorphic map from a closed Riemann

surface Sp with a finite set of punctures Zp ⊂ Sp to the almost complex manifold
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( ˜T ∗L\W ′, J̃) such that vp has finite energy. The almost complex structure J̃ is cylin-

drical at infinity at both ends of ˜T ∗L\W ′. Furthermore, similar to (ii), there is a

decoration map Φp that glues all of the negative punctures of Zp to the positive

punctures of Zp−1 in the corresponding oriented blow-ups Sp and Sp−1.

(iv) For k = p+ 1, . . . , q we have holomorphic maps

vk : (Sk\Zk, jk) −→ ((0,∞)×M, J̃)

from closed Riemann surfaces Sk with a finite set of punctures Zk ⊂ Sk to the sym-

plectization (0,∞) ×M . As before, J̃ is cylindrical on (0,∞) ×M with respect to

the contact form α. Similar to (ii), there are decoration maps Φk for k = p+ 1, . . . , q

that glue all of the negative punctures of Zk to the positive punctures of Zk−1 in the

corresponding oriented blow-ups Sk and Sk−1

(v) Denote by

S := S0 ∪Φ1 S1 ∪ . . . ∪Φp Sp ∪Φp+1 . . . ∪Φq Sq

the piecewise smooth surface obtained by gluing together all blow ups Sk at their

punctures via the decoration maps Φk. Then S has no nodal point and is homeomor-

phic to D̂0 := R≥0 × S1 ∪ {∞}× S1, which is homeomorphic to the oriented blow-up

of D at 0. Again, this is due to the exactness of the manifold (not to be confused with

exactness of the cobordism), which prevents the formation of sphere or disc bubbles

by lemma 3.25.

γ̃

L

R×M ′

R×M

˜T ∗L\W ′

W̃ ′

Figure 2: A limit holomorphic building when stretching the neck of M ′

We now analyze the limit holomorphic building. Notice first that the argument for the

top floor in the proof of theorem 3.21 applies word for word and proves the first assertion

of our theorem: there is no component of the limit holomorphic building in (0,∞)×M .
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Now by a subbuilding we mean a collection of connected components (Sji ) of the Si
together with the maps vji := v

i|Sji
. We say that a subbuilding is connected if the sur-

face obtained by gluing the S
j
i via the corresponding decoration maps is connected. We

concentrate first on the lowest level of the limit building, i.e. we consider only the map

v0 : (S0\Z0, ∂S0, j0) → (W̃ ′, L, J̃) and restrict to the component of S0 containing the

boundary ∂S0. We label this component by S∂0 and write v∂0 for the restricted map. Since

the domain of our sequence of maps is given by D\{0}, we see that S∂0 \Z∂0 = D\{z1, . . . , zl}
and v∂0 is asymptotic to a γ̃′i at the puncture zi. For each puncture zi, let B(zi) denote

the maximal connected subbuilding which has γ̃′i as a single negative puncture. Since S is

homeomorphic to an annulus, exactly one of the B(zi), say B(z1), is a topological annulus,

while all the other ones are topological discs. The subbuilding composed of S∂0 and the

B(zi), i = 2, . . . , n is the required subbuilding: it is indeed a topological disc with one

positive puncture at z1 and with boundary on L. Moreover, its projection to L - well-

defined because each floor of the decomposition of T ∗L naturally projects to L - provides a

homotopy between π(γ̃1
′) and v0(∂S0), which represents the class β in H1(L).

Finally, when ˜T ∗L\W ′ is an exact cobordism we show that the B(zi), i ≥ 2, simply do

not appear. Indeed, for each i ≥ 2, B(zi) has a maximal floor, whose components therein

have only negative punctures. By the maximal principle these maximal floors cannot lie

in (0,∞) ×M nor (0,∞) ×M ′, so they have to be contained in ˜T ∗L\W ′. Now ˜T ∗L\W ′
is an exact cobordism by assumption and the almost complex structure J̃ tames the exact

symplectic form. By Stokes’ Theorem components with only negative punctures do not

exist in ˜T ∗L\W ′, since they would have non-positive symplectic area. Hence we may rule

out the existence of such holomorphic subbuildings and we see that v∂0 has only one (pos-

itive) puncture, whose asymptotic we call γ̃′ ⊂ M ′. Proving that [γ̃′] = β is similar to the

non-exact case above. �

3.7 Proof of theorem 3.2

Let g be a Riemannian metric on L satisfying the assumptions of theorem 3.2 and let ε > 0.

We divide the proof into two steps. We first prove our theorem for the Riemannian metric

g′ := gε,β provided by proposition 3.15. In particular it is ε-close to g in the C0-norm. We

consider the metric g itself in the second step.

Step 1: proof of theorem 3.2 for those J that coincide with Jg′ at infinity. Let

Jg′ ∈ J∞Cyl,g′ be the almost complex structure as defined in section 3.1. Let Jg′ denote in

this paragraph the set of almost complex structures on T ∗L that coincide with Jg′ outside a

compact subset. We first show that the set M(J, β) (defined on p. 8) contains at least one

element for all J ∈ Jg′ . Recall that by construction g′ has a unique minimizing geodesic

γ(β) of the form γ(β′)k for some primitive geodesic γ(β′), where k ≥ 1 and β = kβ′. Lemma

3.17 then implies that the spaceM(J, β′) and its subspace consisting of somewhere injective

curves coincide for all J ∈ J∞Cyl,g′ .
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The proof relies on the compactness theorem 3.21 and the Fredholm theory for punctured

holomorphic discs with boundary on a Lagrangian as summarized in the following lemma.

Although it may be considered folklore we explain this lemma in appendix A.

Lemma 3.27. There is a subset J Reg

g′ ⊂ Jg′, dense in the C∞-topology, such that for all

J ∈ J Reg

g′ the set M(J, β′) is a manifold of dimension 0. Moreover, if J0, J1 ∈ J Reg

g′ ,

for a generic smooth path {Jt}t∈[0,1] in Jg′ that interpolates between J0 and J1, the space

∪t∈[0,1]M(Jt, β
′) is a smooth manifold of dimension 1.

Proposition 3.15 shows that M(Jg′ , β
′) consists of exactly one element and Jg′ ∈ J Reg

g′ .

Let J ∈ J Reg

g′ and {Jt} be a regular path between Jg′ and J consisting of almost complex

structures which coincide with Jg′ outside a compact set, as defined in lemma 3.27. Then

∪t∈[0,1]M(Jt, β
′) is a one-dimensional cobordism betweenM(Jg′ , β

′) andM(J, β′) by lemma

3.27 and is compact by theorem 3.21. Both ends of the cobordism therefore have the same

- odd - parity, so M(J, β′) is non-empty when J is regular. Finally, if J ∈ Jg′ does not

belong to J Reg

g′ , let Jn ∈ J Reg

g′ be a sequence of regular almost complex structures that

converge to J in the C∞-topology. The previous argument shows that there exist elements

un ∈ M(Jn, β
′) for all n. By theorem 3.21 we can extract from un a subsequence that

converges to an element u ∈M(J, β′), thusM(J, β′) is non-empty. Finally, if u ∈M(J, β′),

its k-cover u(zk) ∈M(J, β), soM(J, β) itself is indeed non-empty. This completes the first

step of the proof.

Before we prove theorem 3.2 for g itself, let us recall that by example 3.22, establishing

the existence of a punctured holomorphic disc asymptotic to a lift of a geodesic γ at the

puncture for all structures in J∞Cyl,h(T ∗L) is equivalent to establishing their existence for all

elements of J∞Cyl,h(W(L, h, r)) (the almost complex structures that are cylindrical at infinity

in W(L, h, r)). We will freely switch from one problem to the other in the remaining of this

paper. In particular the previous theorems (compactness, neck stretching) are applicable

in this new setting.

Step 2: from g′ to g. Let now J ∈ J∞Cyl,g(W(L, g, 1)) Since g′ is ε-close to g in the

C0-topology, W(L, g′, (1 − ε)−1/2) := {‖p‖g′ < (1 − ε)−1/2} c W(L, g, 1). We can there-

fore consider a sequence of almost complex structures Jn that are cylindrical at infinity

in W(L, g′, (1 − ε)−1/2), stretch the neck along ∂W(L, g, 1), and converge to J in C∞loc on

W(L, g, 1). By the discussion above, the first step of our proof guarantees that for every n,

there exists a punctured Jn-holomorphic disc un : (D\{0}, ∂D)→ (W(L, g′, (1− ε)−1/2), L)

asymptotic to γ̃′ (the lift of the unique g′-minimizing curve in class β). Applying theorem

3.26 to the sequence of punctured holomorphic discs un, we get a limit holomorphic build-

ing (v0, . . . , vp, . . . , vq) as described in the section 3.6.4. Since we have an exact symplectic

cobordism, the domain of v0 contains a punctured disc D\{0} and v∂0 := v0|D\{0} is asymp-

totic at the puncture to a Reeb orbit γ̃ ⊂ ∂W(L, g, 1), whose projection to L is a geodesic γ

that represents the class β. Gluing all the components of the building together, except for

(v∂0 , D\{0}), we get a subbuilding which is a punctured 2-sphere with one positive puncture

40



asymptotic to γ̃′ and one negative puncture asymptotic to γ̃. By lemma 3.25 (we are indeed

in the exact setting), the symplectic area of this subbuilding is therefore

0 < (1− ε)−1/2`g′(γ
′)− `g(γ),

so `g(γ) < (1− ε)−1/2`g′(γ
′). On the other hand, since g′ is ε-close to g in the C0-topology,

we get

`min
g (β) ≤ `g(γ) <

1

(1− ε)1/2
`min
g′ (β) ≤

√
1 + ε

1− ε
`min
g (β).

Since g has a discrete length spectrum in the class β, we can take ε much smaller than

the gap between the length of the β-minimizing g-geodesic and the other elements in this

spectrum. In view of the estimation above, we see that γ must then be a β-minimizing

geodesic.

Notice also that, as stated in remark 3.3, if g does not have a discrete length spectrum in

class β, the proof above shows the existence of a punctured holomorphic disc with boundary

on L, now not necessarily asymptotic to the minimal geodesic in class β, but still asymptotic

to a geodesic in class β with length ε-close to the minimal length. �

4 C0-rigidity of the area homomorphism and the Maslov class

4.1 The Maslov class of a Lagrangian

We first define the Maslov index µτL of a Lagrangian submanifold L. Let u : (D, ∂D) −→
(M,L) be a disc with boundary on a Lagrangian submanifold L ⊂ M and let τ be a La-

grangian distribution of u∗TM . Then µτL(u) is the Maslov index of the loop of Lagrangian

subspaces u∗TL ⊂ u∗TM relative to τ|∂D. Since the second homotopy group of the La-

grangian Grassmannian vanishes, this index does not depend on the choice of τ nor the

representative of [u] in π2(M,L). We therefore get a map µL : π2(M,L) → Z that assigns

to each class this index.

When a symplectic manifold has a globally defined Lagrangian distribution τ - e.g.

cotangent bundles with their vertical distributions - we can define a map µτL : H1(L) → Z
by simply assigning to each class β ∈ H1(L) the Maslov index of the loop t 7→ Tγ(t)L relative

to τ for an arbitrary choice of representative γ of β. Notice that, in this case, the Maslov

class depends on the choice of τ . If τ ′ is another choice of Lagrangian distribution on M ,

one can compute a class µ(τ, τ ′) : H1(M) → Z by computing the relative Maslov index of

loops τγ(t) relative to τ ′. Then it is easy to check that for every β ∈ H1(L),

µτ
′
L (β) = µτL(β) + µ(τ, τ ′)(ι∗β), (4.1.1)

where ι : L ↪→ M . In the case of a Lagrangian submanifold in a cotangent bundle we take

τ to be the vertical distribution and we sometimes simply write µL.
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4.2 Area homomorphisms and Maslov classes of closeby Lagrangian sub-

manifolds

We now aim at explaining the proofs of theorems 1 and 3. We recall the context. Given

a closed Riemannian manifold (L, g) and a class β ∈ H1(L), we denote by `min
g (β) the

minimal length of loops that represent the class β. The Riemannian structure endows the

zero section of the cotangent bundle with a basis of neighbourhoods denoted W(L, g, ε).

By the Weinstein neighbourhood theorem, whenever L has a Lagrangian embedding into

a symplectic manifold M , this embedding can be extended to a symplectic embedding of

W(L, g, ε). We simply denote such data by L ⊂ W(L, g, ε) ⊂M . We recall theorem 3 and

then prove theorem 1.

Theorem 3. Let (L, g) and (L′, g′) be two closed Riemannian manifolds and ι : L′ ↪→
(T ∗L, dλ) a Lagrangian embedding such that π∗ ◦ ι∗ : H1(L′) → H1(L) is an isomorphism.

Assume that ι extends to a symplectic embedding I of a neighborhood of L′ such that

L ⊂ I
(
W(L′, g′, r′)

)
⊂ W(L, g, r) ⊂ T ∗L

for some r, r′ > 0. Then for all β′ ∈ H1(L′;Z) we have

a) |ι∗λ(β′)| ≤ r`min
g (π∗ ◦ ι∗β′),

b) µι(L′)(ι∗β
′) = 0.

Proof of theorem 1: Let h : (M,ω)→ (M ′, ω′) be a symplectic homeomorphism that takes

a closed Lagrangian submanifold L ⊂M to a smooth, hence Lagrangian, submanifold L′ ⊂
M ′. Let g, g′ be Riemannian metrics on L,L′, respectively. By the Weinstein neighbourhood

theorem there exists ε0, ε
′
0 such that W(L, g, ε0) ⊂ M and W(L′, g′, ε′0) ⊂ M ′ and we

can even assume (by decreasing ε0 if necessary) that h
(
W(L, g, ε0)

)
b W(L′, g′, ε′0). Fix

ε < ε0 and choose a sequence of symplectic diffeomorphisms fn that approximate h. For n

sufficiently large we have

fn
(
W(L, g, ε)

)
b W(L′, g′, ε′0).

Since moreover h(L) = L′, there exists 0 < ε′′ < ε′ ≤ ε′0 such that W(L′, g′, ε′′) b
h(W(L, g, ε)) b W(L′, g′, ε′) and thus W(L′, g′, ε′′) b fn(W(L, g, ε)) b W(L′, g′, ε′) for

all n large enough. Since {W(L, g, ε)}ε>0 is a basis of neighbourhoods of L, ε′ can be

chosen to tend to 0 when ε goes to 0. Putting all this together we therefore get

L′ ⊂ fn(W(L, g, ε)) b W(L′, g′, ε′)

for all n sufficiently large.

We now prove theorem 1.a). Let σ ∈ H2(M,L;Z) be represented by a smooth surface

Σ with boundary on L and β := ∂σ ∈ H1(L;Z) be represented by ∂Σ. Then fn(Σ) is a

smooth surface with boundary on fn(L) and

Aω′(fn(Σ)) = Aω(Σ) = ALω(σ),
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because fn is a symplectic diffeomorphism. Moreover, since fn(L) ⊂ W(L′, g′, ε′) ⊂ (T ∗L′, dλ′),

for n large enough we have

AL′ω′(h∗σ) = Aω′(fn(Σ)) + f∗nλ
′(∂σ).

This can be seen as follows: since fn → h in the C0-norm, for π′ : T ∗L′ → L′ we see

that π′ ◦ fn : L → L′ is C0-close to h|L. So π′ ◦ fn|L induces an isomorphism in homology

and π′∗ ◦ fn ∗ = h∗ : H1(L) → H1(L′). Then we can extend fn(Σ) by a straight cylinder

(in the coordinates provided by W(L′, g′, ε′0) ⊃ fn(L)) that connects fn(∂Σ) ⊂ fn(L) to

π′
(
fn(∂Σ)

)
⊂ L′ (see [BO16, Lemma 5.1] for the details). The ω′-area of this cylinder is

given by f∗nλ
′(∂σ). Rewriting we thus obtain

AL′ω′(h∗σ) = ALω(σ) + f∗nλ
′(β).

By theorem 3.a),

|f∗nλ′(β)| ≤ ε′`min
g′ (π′∗ ◦ fn∗β),

and therefore ∣∣ALω(σ)−AL′ω′(h∗σ)
∣∣ ≤ ε′`min

g′ (h∗β).

Since this holds for all ε′ sufficiently small, in the limit we get ALω(σ) = AL′ω′(h∗σ).

We prove theorem 1.b). Let D ∈ π2(M,L), [γ] := ∂D ∈ π1(L) and β := [γ] ∈ H1(L).

As in the previous paragraph we consider fn also as an embedding into a Weinstein neigh-

bourhood of L′ for n large enough. An easy computation based on (4.1.1 ) shows that

µL(D,M) = µfn(L)(fn∗D,M
′) = µL′(h∗D,M

′)− µτ ′fn(L)(fn∗β, T
∗L′),

where τ ′ is the vertical fiber distribution on T ∗L′ and in our notation we have specified

in which manifolds the different Maslov indices are computed. By theorem 3.b) we have

µτ
′

fn(L)(fn∗β, T
∗L′) = 0, so µL(D) = µL′(h∗D). �

4.3 Proof of theorem 3.a)

Let ι : L′ ↪→ T ∗L be a Lagrangian embedding which extends to a symplectic embedding

I :W(L′, g′, r′) ↪→ T ∗L such that

L, ι(L′) ⊂ I(W(L′, g′, r′)) ⊂ W(L, g, r) ⊂ T ∗L.

We fix β′ ∈ H1(L′;Z) and write β := π∗ ◦ ι∗β′. We aim at proving that |ι∗λ(β′)| ≤
r`min
g (β). We can obviously slightly perturb the metric g to prove the theorem, so we

assume henceforth that there is a unique minimizing geodesic γ in the class β. Notice that

ι∗λ(β′) is the symplectic area of the cylinder

Cι◦γ′ : [0, 1]× R/`Z −→ W(L, g, r)

(s, t) 7−→ s ι ◦ γ′(t),
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where γ′ : R/`Z→ L′ is any smooth curve that represents the class β′.

Let Jn be a sequence of almost complex structures on W(L, g, r) that are cylindrical at

infinity (near ∂W(L, g, r)), and that stretch the neck along the contact type hypersurface

I(∂W(L′, g′, r′)) ⊂ W(L, g, r). By theorem 3.2 there exists for each n a Jn-holomorphic

map

un : (D\{0}, ∂D) −→ (W(L, g, r), L)

which is asymptotic to the lift γ̃ of the minimal geodesic γ at 0. An easy computation

shows that the symplectic area A(un) = r`min
g (β). By theorem 3.26 a subsequence of (un)

converges to a holomorphic building that contains, as a subbuilding B, a punctured disc with

boundary on L that represents the class β and one positive puncture asymptotic to I(γ̃′)

in I(∂W(L′, g′, r′)), the lift of a geodesic γ′ : R/`′Z → L′ that represents the class β′. By

proposition 3.24 the total symplectic area of the building is r`min
g (β) and by non-negativity

of the area of each subbuilding we get A(B) ≤ r`min
g (β).

NowW(L, g, r) is an exact symplectic manifold with L as an exact Lagrangian subman-

ifold, so by lemma 3.25 we can compute the area of B by means of any piecewise smooth

cylinder that connects I(γ̃′) to a curve on L in the class β in W(L, g, r). Such a cylinder

can be obtained by concatenation of two cylinders: one is given by

I ◦ Cγ̃′ : [0, 1]× R/`′Z −→ W(L, g, r)

(s, t) 7−→ I
(
sγ̃′(t)

)
,

and the other one by Cι◦γ′ . Notice that A(I ◦ Cγ̃′) ≥ 0 because it is the image by the

symplectomorphism I of a trivial cylinder on a Reeb orbit of ∂W(L′, g′, r′). The area of

the second cylinder is ι∗λ([γ′]) = ι∗λ(β′), as already noticed.

I(Cγ̃′ )

I(γ̃′)

ι(γ′)

B

γ̃

Cι◦γ′

Figure 3: Estimating |ι∗λ([γ′])|: r`g(γ) > A(B) = A
(
I(Cγ̃′)

)
+A

(
Cι◦γ′

)
≥ 0 + ι∗λ([γ′]).

We therefore obtain

r`min
g (β) ≥ A(B) = A(I ◦ Cγ̃′) + ι∗λ(β′) ≥ ι∗λ(β′).

Considering the class −β′ instead of β′ in the last inequality, we have `min
g (−β) = `min

g (β),

thus only the sign of ι∗λ(β′) changes and we get∣∣ι∗λ(β′)
∣∣ ≤ r`min

g (π∗ ◦ ι∗β′).
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4.4 Proof of theorem 3.b)

We recall the assumptions of the theorem: ι : L′ ↪→ T ∗L is a Lagrangian embedding which

extends to a symplectic embedding I :W(L′, g′, r′) ↪→ T ∗L such that

L, ι(L′) ⊂ W ′ := I(W(L′, g′, r′)) ⊂ W :=W(L, g, r) ⊂ T ∗L.

Without loss of generality we assume in the following that we have perturbed g so that

there is a unique minimizing geodesic γ in class β. Again β′ ∈ H1(L′;Z), β := π∗ ◦ ι∗β′

and we aim at proving that µι(L′)(ι∗β
′) = 0. As before, we consider a sequence of almost

complex structures Jn on W that are cylindrical at infinity and that stretch the neck along

the contact type hypersurface ∂W ′ ⊂ T ∗L. By theorem 3.2 there exists for each n a Jn-

holomorphic map un : (D\{0}, ∂D) −→ (W, L) which is asymptotic to the lift γ̃ of γ at

0. Letting n to infinity, we apply theorem 3.26 and get a limit holomorphic building. We

focus henceforth on the unique component in the top floorW\W ′ with a positive puncture.

Since L ⊂ W ′ and π :W ′ → L induces an isomorphism in homology, theorem 3.26 ensures

that this component is a map v : S2\Z →W\W ′, where Z ⊂ S2 is a finite set of punctures.

Here v is asymptotic at the unique positive puncture z+ ∈ Z to the curve γ̃ and at the

negative punctures z−i ∈ Z to curves I(γ̃′i). The important point here is that γ̃′i are lifts of

geodesics of L′ and that
∑

[γ′i] = β′ (this is seen as usual by considering π◦v as a cobordism

between π(γ̃) = γ and
∑
π ◦ ι(γ′i)). In particular, using lemma 3.25 the area of v is given

by A(v) = r`min
g (β)−

∑
i
λ(I(γ̃′i)). Moreover we have

λ
(
I(γ̃′i)

)
= [λ− I∗λ′]

(
I(γ̃′i)

)
+ I∗λ′

(
I(γ̃′i)

)
= [I∗λ− λ′](γ̃′i) + λ′(γ̃′i)

= [I∗λ− λ′](γ′i) + r′`g′(γ
′
i) (because I∗λ− λ′ is closed)

= ι∗λ([γ′i]) + r′`g′(γ
′
i).

Thus,

0 < A(v) = r`min
g (β)−

∑
i
λ(I(γ̃′i)) = r`min

g (β)−
∑
i

(
ι∗λ([γ′i]) + r′`g′(γ

′
i)
)

= r`min
g (β)− ι∗λ(β′)−

∑
i
r′`g′(γ

′
i).

This gives a bound on the total length of the multi-curve {γ′i} that depends only on β.

Since this multi-curve represents a given homology class, we see that, provided g′ is chosen

generically, it belongs to some finite set that depends only on β. Thus v belongs to a

set of maps whose asymptotics belong to a given finite set. Without loss of generality we

assume that β is a primitive class, so v is somewhere injective. Moreover, we have total

freedom in the choice of J in some compact subset ofW\W ′, which all possible v must pass

through. By standard transversality arguments we can therefore assume that the index of
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v is non-negative. This index is given by formula (1.2.4 ) in the appendix, corrected by the

dimension 6g − 6 + 2#Z of the Teichmuller space of the domain of v:

ind(v) = (n− 3)χ(S2\Z) + 2cτ1(v∗T (T ∗L)) + µτCZ(γ̃)−
∑
i

µτCZ(I(γ̃′i)).

The precise definitions of these quantities are recalled in the appendix. The symbol τ

denotes an arbitrary choice of a Lagrangian distribution in the fiber bundle u∗T (T ∗L) and

the different quantities are Chern classes and Maslov indices of various objects, computed

with respect to this choice. Now the vertical fiber distributions provide natural global

Lagrangian distributions τ, τ ′ in T (T ∗L) and T (T ∗L′). One easily sees that for this choice

cτ1 automatically vanishes. Moreover, the computation in the proof of corollary A.7 shows

that µτCZ(γ̃) = 0. This can also be seen by recalling that this quantity is the Morse index

of the geodesic γ, which is minimal. It is clear that

µτCZ(I(γ̃′i)) = µτ
′

CZ(γ̃′i) + µι(L′)(ι∗[γ
′
i]),

because the last term of the equality represents the Maslov class of the loop I∗τ ′|Im (ι◦γ′i)
relative to τ , which coincides with the Maslov class of I∗τ ′|Im (I◦γ̃′i)

relative to τ . Also,

µτ
′

CZ(γ̃′i) is non-negative as the Morse index of a geodesic. Putting #Z =: k+ 2 we therefore

get

0 ≤ ind(v) = (3− n)k −
∑
i

µτ
′

CZ(γ̃′i)−
∑
i

µι(L′)(ι∗[γ
′
i])

≤ (3− n)k − µι(L′)(ι∗β′).

When n ≥ 3 we get µι(L′)(ι∗β
′) ≥ 0 and, replacing β by −β (which is still primitive) the

vanishing of µι(L′)(ι∗β
′). When n = 1, this vanishing is obvious.

We are therefore left with the case n = 2, meaning that the manifolds L and L′ are

surfaces. In this case, the fact that L and L′ have isomorphic integral homologies of degree

1 implies that they are diffeomorphic. Moreover, when L is S2 or RP2 there is again

nothing to prove, so we assume that L is either an orientable surface of genus at least 1, or

a connected sum of at least 2 projective planes. Then, there exists a metric met on L and

L′ with non-positive curvature. Since

L ⊂ I(W(L′, g′, ε′)) ⊂ W(L, g, r),

one checks easily that after maybe extending I, one may assume that

L ⊂ I(W(L′,met, ρ)) ⊂ W(L,met,R),

for appropriate ρ and R. To see this, one checks that the 1-form I∗λ′ extends to a Liou-

ville 1-form on T ∗L, and uses this extension to embed T ∗L′ into T ∗L. In other terms, we

can assume that L and L′ are the same manifolds, equipped with the same metric g = g′

with non-positive curvature. Remark now that the argument already used in theorem 3.21

and 3.26 shows that all but one negative puncture of v are capped by some subbuilding
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(which are topological discs), so they are asymptotic to images by I of lifts of contractible

geodesics of L′. But since the metric g′ has non-positive curvature, it has in particular no

contractible geodesic, so v has exactly one positive and one negative puncture. Our formula

above therefore shows µι(L′)(ι∗β
′) ≤ 0. Again considering −β instead of β, we obtain the

vanishing of the Maslov index. This concludes our proof. �

4.5 Proof of proposition 6

Let h : M → M ′ be a symplectic homeomorphism that takes a Lagrangian submanifold L

to a Lagrangian submanifold L′. We assume that conjecture 5 holds for T ∗L′ (considering

h−1 instead of h, this amounts to assuming that it holds for T ∗L). Let fn : M → M ′ be

a sequence of symplectic diffeomorphisms that approximate h and put Ln := fn(L). As

explained in section 4.3, we have

L′ ⊂ fn(W(L, g, ε)) bW(L′, g′, ε′) bW(L′, g′, 1) ⊂M ′

for any ε′ � 1, ε small enough compared with ε′ and n large enough. We need to find a

symplectic diffeomorphism of M ′ that takes Ln to L′. We proceed as follows. Denote by

λ′ the natural Liouville form on W(L′, g′, 1) ⊂M ′ and π :W(L′, g′, 1)→ L′ the projection.

For n large enough it induces an isomorphism π∗ : H1(Ln)→ H1(L′). The proof of theorem

3.a) shows that the cohomology class an := [λ′|Ln ] ◦ π−1
∗ ∈ H1(L′) satisfies ‖an‖ ≤ Cε′.

Moreover, the symplectic areas of the discs D,h(D) and fn(D) with boundaries on L,L′ and

Ln, respectively, coincide by theorem 1.a), so if δ : H2(M ′, L′) → H1(L′) is the connecting

morphism, an|Imδ vanishes. As a result, together with the exact sequence H1(M ′)
r−→

H1(L′)
δ∗−→ H2(M ′, L′), we see that an ∈ Im (r) and hence an is the restriction to H1(L′)

of a cohomology class An ∈ H1(M ′). Let now θn be a closed 1-form on M ′ that represents

An. Since W(L′, g′, 1) retracts to L′, we can chose θn := π∗ηn in W(L′, g′, 1) where ηn is a

closed 1-form on L′ that represents the class an. Since an is ε′-small, we can choose ηn, and

hence θn in W(L′, g′, 1) to be ε′-small (in the uniform norm). Consider now the symplectic

vector field on M ′ defined by

ω′(Xn, ·) = −θn,
and its time 1-map Φn. Since θn is small on W(L′, g′, 1), we have Φt

n(W(L′, g′, ε′)) ⊂
W(L′, g′, 1) for all 0 ≤ t ≤ 1, so Φn|W(L′,g′,ε′) coincides with the map (q, p) 7→ (q, p− ηn(q)).

One thus verifies without difficulty that [λ′|Φn(Ln)] vanishes. Thus, Φn(Ln) is an exact La-

grangian submanifold in W(L′, g′, 1) when considered in T ∗L′. It is also easy to see that

for ε0 chosen small enough but fixed (so that ε′ � ε0), Φn ◦ fn(W(L, g, ε0)) is a Weinstein

neighbourhood of Φn(Ln) that contains the zero section. If, as we assume in the statement

of our proposition, conjecture 5 holds for T ∗L′, there exists a Hamiltonian diffeomorphism

ϕ in T ∗L′ which takes Φn(Ln) to L′. A classical argument even shows that our Hamiltonian

isotopy can also be modified so as to be supported in W(L′, g′, 1). As a result ϕ can be

seen as a Hamiltonian diffeomorphism of M with support in W(L′, g′, 1), and the symplec-

tomorphism ϕ ◦ Φn ◦ fn : M →M ′ takes L to L′. �
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5 Some embedding problems

5.1 A symplectic order on Riemannian metrics

The set of Riemannian metricsMet(M) on any manifold M is endowed with a partial order

defined by g ≤ g′ if and only if gx(v, v) ≤ g′x(v, v) for all x ∈ M and all v ∈ TxM . This

amounts to saying that for all x ∈M , for all p ∈ T ∗xM , ‖p‖g′ ≤ ‖p‖g, which in turn means

that

Wg ⊂ Wg′ (Wg :=W(M, g, 1) = { ‖p‖g < 1 }).

In this perspective it is tempting to define a symplectic order on the space of Riemannian

metrics in the following way.

Definition 5.1. We say that g ≺ω g′ if there exists a symplectic embedding Φ :Wg ↪→Wg′

with Φ(M) = M and such that Φ|M is homotopic to the identity, where M is identified with

the zero section of the cotangent bundle T ∗M .

This relation is only a preorder because any diffeomorphism f isotopic to the identity

lifts to a symplectic diffeomorphism betweenWg andWf∗g that preserves the zero section, so

f∗g ≺ω g and g ≺ω f∗g for all g. Thus ≺ω induces another preorder ≺ω onMet(M)/Diff 0(M).

Knowing whether this new relation is now a partial order is related to subtle problems

known as rigidity of metrics (see e.g. [CK94, BCG95] or [Cou14] for a contact analogue).

The persistence of punctured holomorphic discs asymptotic to lifts of minimizing geodesics

immediately implies a rigidity of this preorder. To state it recall that if β ∈ H1(M) we have

defined

`min
g (β) = min{ `g(γ) | γ ∈ C1(S1,M), [γ] = β ∈ H1(M) }.

Theorem 5.2. Let M be a closed manifold endowed with two Riemannian metrics g and

g′ such that g ≺ω g′. Then for all β ∈ H1(M) we have

`min
g (β) ≤ `min

g′ (β).

Proof: Let g, g′ be two Riemannian metrics on M with g ≺ω g′. Let Φ : Wg ↪→ Wg′

be a symplectic embedding such that Φ|M is homotopic to the identity. For any ε > 0

the map Φ embeds Wg compactly into W(1+ε)g′ . Let then Jn be a sequence of cylindrical

almost complex structures on W(1+ε)g′ which stretch the neck of ∂Φ(Wg). By theorem

3.2, completed by remark 3.3, there exists a Jn-holomorphic map un : (D\{0}, ∂D) →
(W(1+ε)g′ ,M), asymptotic to a lift γ̃′ of a geodesic γ′ in the class β that satisfies `(1+ε)g′(γ

′) ≤
(1+2ε)`min

g′ (β). A brief calculation shows that A(un) = `(1+ε)g′(γ
′). Since Φ|M is homotopic

to the identity, the projection π : ∂Φ(Wg) → M induces an isomorphism of homotopy

groups, hence in homology, so we can apply theorem 3.26 exactly as in the second step

of the proof of theorem 3.2 (§3.7) We get a limit holomorphic building B that satisfies

A(B) = `(1+ε)g′(γ
′). The holomorphic building contains a subbuilding B′ which is a disc

with boundary on M and with one positive puncture asymptotic to a Reeb orbit γ̃ of

∂Φ(Wg), whose projection to M is a geodesic γ that represents the class β. Since Φ(M) =
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M , we can apply lemma 3.25 in the exact setting and the symplectic area of the subbuilding

B′ is

A(B′) = `g(γ).

We have A(B) ≥ A(B′) and thus

0 ≤ `(1+ε)g′(γ
′)− `g(γ) ≤ (1 + 2ε)`min

g′ (β)− `g(γ).

Thus, `min
g (β) ≤ `g(γ) ≤ (1 + 2ε)`min

g′ (β). Since this estimate holds for all ε we obtain the

desired inequality. �

It might be worth mentioning that theorem 5.2 can also be proved with symplectic

homology, and might not be new at all (see [AS06, SW06] for the computation of the

symplectic homology and spectral invariants of W(L, g, r)). This paragraph is only meant

for showing that the holomorphic punctured discs provided by theorem 3.2 allow to recover

some of the quantitative invariants of W(L, g, r) obtained by spectral invariants associated

to its symplectic homology.

5.2 A Poisson bracket invariant

In the previous section we saw that theorem 3.2 allowed us to study relative embeddings

of Weinstein neighbourhoods of Lagrangian submanifolds one into another (relative means

here that the Lagrangian submanifold has to be fixed by the symplectic embedding). It

is also natural to consider symplectic embeddings of Weinstein neighbourhoods of the zero

section into a general symplectic manifold and ask about the maximal symplectic size of

such Weinstein neighbourhoods. In this general setting there are no punctured holomorphic

discs of the ambient manifolds that can be exploited (although this may happen in some

particular cases). The aim of this section is to define a monotone symplectic invariant

of a Lagrangian embedding and to compute it explicitly for the zero section in certain

Weinstein neighbourhoods in the cotangent bundle. This invariant is associated to a pair

(L, a) given by an embedded Lagrangian submanifold L and a primitive integral cohomology

class a ∈ H1(L;Z). It is similar to the one defined in [EGM16] and is based on the Poisson

bracket invariants of [BEP12]. By computing this invariant for a Lagrangian submanifold

L in a general symplectic manifold M and using monotonicity, our computations here

will provide information on the symplectic sizes of Weinstein neighborhoods of L in M .

Estimating the size of Weinstein neighbourhoods is a natural question and has been already

considered in the literature, see for instance [Zeh13, CM14].

We start with the definition of our Poisson bracket invariant and then show how it

relates to Lagrangian embeddings. Let L ⊂ (M,ω) be a connected closed Lagrangian

submanifold, where M is not necessarily compact. We associate to each non-zero primitive

cohomology class a ∈ H1(L;Z) a Poisson bracket invariant in the following way. By the de

Rham isomorphism we can represent a by a closed 1-form θ on L. Now choose a base point
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x0 ∈ L. Define a function Θ : L→ R/Z as follows. For x ∈ L set

Θ(x) :=

∫
γx

θ mod 1,

where γx is any smooth path in L from x0 to x. Since a different choice of path changes

the integral by an integral value, this map is well defined. Consider the four sets given by

X0 := Θ−1([0, 1
4 ]), Y0 := Θ−1([1

4 ,
1
2 ]), X1 := Θ−1([1

2 ,
3
4 ]), Y1 := Θ−1([3

4 , 1]).

Then we have X0∩X1 = Y0∩Y1 = ∅ and L = X0∪Y0∪X1∪Y1. Following the definition in

[BEP12] we consider the set F(θ, x0) of all pairs (H,K), where H,K ∈ C∞c (M) such that

H|Op (X0) = 0, H|Op (X1) = 1, K|Op (Y0) = 0 and K|Op (Y1) = 1. We then set

pb+(L, θ, x0) := inf
F(θ,x0)

max
M
{H,K} ∈ [0,∞).

We now define (cf. [EGM16])

bp(L, a) :=
1

inf { pb+(L, θ, x0) | [θ] = a, x0 ∈ L }
∈ (0,∞].

We also write bp(L, a,M) when we want to emphasize the ambient symplectic manifold.

When a runs through the set of primitive classes of H1(L;Z) the numbers bp(L, a) provide a

set of quantitative invariants for Lagrangian submanifolds. More precisely, if ϕ : (M,ω)→
(M ′, ω′) is a symplectomorphism that maps a Lagrangian submanifold L to L′ := ϕ(L), then

bp(L,ϕ∗a′,M) = bp(L′, a′,M ′). These invariants are obviously monotone: if two symplectic

manifolds M and M ′ contain Lagrangian submanifolds L and L′ and there exists a relative

symplectic embedding f : (M,L) ↪→ (M ′, L′), then

bp(L, (f|L)∗a′,M) ≤ bp(L′, a′,M ′)

for all primitive a′ ∈ H1(L′;Z). A version of these invariants was introduced and computed

in several examples in [EGM16]. There a list of properties of bp is given and the definition

is extended to include non-primitive a, which is also possible in our case. In the rest of

this section we compute these invariants for the zero section in Weinstein neighborhoods in

cotangent bundles. Before we state our result we recall the stable norm of a cohomology

class together with an estimate of this number using closed curves.

Definition 5.3. For a Riemannian manifold (L, g) we endow its cohomology group H1(L;R)

with the stable norm

‖a‖st := inf
[θ]=a

max
q∈L
‖θ(q)‖g.

Then ([Gro99, Proposition 4.35]),

‖a‖st = sup

{
a([γ])

`g(γ)

∣∣∣ γ ∈ C1(S1, L), a([γ]) > 0

}
.

Here is the main result of this section.
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Theorem 5.4. Let (L, g) be a closed Riemannian manifold and W(L, g, r) := { ‖p‖g <
r } ⊂ T ∗L. Let also a ∈ H1(L;Z) be a primitive class. Then we have

bp(L, a,W(L, g, r)) =
r

‖a‖st
= r inf

{
`g(γ)

a([γ])

∣∣∣ γ ∈ C1(S1, L), a([γ]) > 0

}
.

By monotonicity these numerical invariants provide bounds for the symplectic size of

Weinstein neighborhoods of Lagrangian embeddings. To put it in a general framework,

consider for a Lagrangian submanifold L ⊂ (M,ω) with a given Riemannian metric g on L

the quantity

c(M,L)(L, g) := sup { r > 0 |
(
W(L, g, r), L

) ω
↪→ (M,L) }.

This is a relative version of the embedding capacity c(M,ω)(L, g) defined and studied in

[CM14, p. 9] (the embedding of L for c(M,ω)(L, g) is not fixed). We have the inequality

c(M,L)(L, g) ≤ c(M,ω)(L, g)−1.

Corollary 5.5. Let L ⊂M be a Lagrangian submanifold and g a metric on L. If for r > 0

there is a relative symplectic embedding (W(L, g, r), L) ↪→ (M,L), then for all primitive

classes a ∈ H1(L;Z)\{0} we have

r ≤ bp(L, a,M) · ‖a‖st.

In other terms,

c(M,L)(L, g) ≤ inf
a∈H1(L)\{0}

bp(L, a,M) · ‖a‖st. (5.2.1)

This corollary relies on the lower bound for bp(L, a,W(L, g, r)) which, as will be clear from

the proof, only requires soft techniques. The hard part in using this corollary therefore

really lies in obtaining an upper bound for bp(L, a,M).

As an illustration of equation (5.2.1 ) we show that c(CPn,LCliff)(Tn, g) = 1√
n(n+1)

for the

Clifford torus LCliff ⊂ (CPn, ω), where ω is the Fubini-Study symplectic form normalized

such that the class [CP1] has area 1. We endow Tn = Rn/Zn with the flat metric g and

consider the parametrization of LCliff by Tn given by (t1, . . . , tn) 7→ [e2iπt1 : · · · : e2iπtn : 1].

The standard Hamiltonian Tn-action on CPn gives us a moment map Φ : CPn → (Rn)∗

whose image is the simplex

∆ := { (x1, . . . , xn) ∈ (Rn)∗ | x1, . . . , xn ≥ 0, 0 ≤ x1 + . . .+ xn ≤ 1 },

and LCliff = Φ−1(x) for x :=
(

1
n+1 , . . . ,

1
n+1

)
. Note that we have a canonical isomorphism

(Zn)∗ ' H1(Tn) that we identify with H1(LCliff) via our specific embedding. Then, for

the class a := (1, . . . , 1) ∈ H1(Tn) one can show that bp(LCliff, a,CPn) ≤ 1/(n(n + 1)) by

applying an adapted version of theorem 1.4 together with the computation in theorem 2.16

of [EGM16]. We also easily see that for the flat metric we have ‖a‖st =
√
n, so

c(CPn,LCliff)(T2, g) ≤ 1√
n(n+ 1)

.

Now note that Φ−1(int ∆) is symplectomorphic to Tn × int ∆ ⊂ T ∗Tn, and that there

is an explicit symplectic embedding of W(Tn, g, rmax) into Tn × int ∆ relative to Tn ×

51



{x}, with rmax := 1√
n(n+1)

= deucl(x, ∂∆). This provides a relative symplectic embedding

of
(
W(Tn, g, rmax), 0Tn

)
into (CPn, L), thus we obtain the lower bound c(CPn,L)(Tn, g) ≥

1√
n(n+1))

.

Proof of theorem 5.4: As is common with Poisson bracket invariants (cf. [BEP12, EGM16]),

we obtain an upper bound from the persistence of holomorphic punctured discs under a de-

formation of the almost complex structure (theorem 3.2). For the lower bound we provide

an explicit construction.

Step I: upper bound. Consider first a curve γ in a class β ∈ H1(L) that satisfies

a(β) > 0. We can freely perturb g in the C0-topology for this proof, so we can assume that

g has a unique minimal geodesic γ(β) in the class β and a unique Jg-holomorphic map uγ,g,

as defined on page 11, which is Fredholm regular. Fix a closed 1-form θ that represents

the class a and a base point x0 ∈ L. This choice fixes the sets X0, Y0, X1, Y1 as above. Let

(H,K) ∈ F(θ, x0) be a pair of smooth functions supported in W(L, g, r′) for some r′ < r.

Since H,K are constant in neighborhoods of Xi and Yi we have dH ∧ dK ≡ 0 on L and

hence HdK is a closed 1-form on L. Following the calculation in [EGM16, Theorem 3.4]

we see that [HdK|L] = a ∈ H1(L) and the exact form

ωs := ω + sdH ∧ dK

is symplectic for all s ∈ I := [0, 1/maxM{H,K}). Note that ωs coincides with the symplec-

tic form ω = dλ near the boundary. Thus there exists a generic smooth family of almost

complex structures {Js}s∈I in W(L, g, r) compatible with ωs, g-cylindrical at infinity and

starting at J0 = Φ∗Jg (where Φ : W(L, g, r) → T ∗L is the map defined in section 3.6.3).

Since there is a unique J0-holomorphic punctured disc asymptotic to γ̃(β) and it is regular,

there is a family {us} of Js-holomorphic punctured discs asymptotic to γ̃(β) for small s ≥ 0.

The proof of theorem 3.2 (section 3.7) shows that this family persists for all s ∈ I. Indeed,

the main ingredient is the compactness theorem 3.21, which only relies on the fact that γ̃(β)

has least action among the lifts of the curves in class β and this still holds for ωs. Thus,

for all s ∈ I there exists a Js-holomorphic map us : (D\{0}, ∂D) → (W(L, g, r), L) which

is asymptotic to γ̃(β). Then using Stokes’ Theorem we have

0 <

∫
u∗sωs =

∫
u∗sdλ+ s

∫
u∗sdH ∧ dK = r`g(γ(β))− sa(β).

Thus we have s <
r`g(γ(β))
a(β) =

r`min
g (β)

a(β) . This holds for all s ∈ I, hence

1

maxM{H,K}
≤
r`min
g (β)

a(β)
.

Varying (H,K) ∈ F(θ, x0) as well as θ in the class of a and the choice of base point x0 ∈ L,

we see that

bp(L, a,W(L, g, r)) ≤ r
`min
g (β)

a(β)
≤ r `g(γ)

a([γ])
.
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Step II: lower bound. It is enough to find good functions. We first prove the weaker

inequality

bp(L, a,W(L, g, r)) ≥ r

2‖a‖st
,

because the proof is more visual. We then get rid of the constant 1
2 . Figure 4 represents

the different functions that appear in the proof.

1 1

0

1 1

r

1 1

2

4

2ε

χ

11
2

1
4

3
4

1

h k

hk′ − kh′ hk′ − kh′

Figure 4: The almost optimal functions for the bp-invariant.

Let θ be a closed 1-form that represents the class a with ‖θ‖g < ‖a‖st + ε and Θ its

R/Z-valued primitive as defined above. Let h, k : R/Z → [0, 1] be smooth functions such

that h equals 0 on [0, 1
4 ] and 1 on [1

2 ,
3
4 ] and k equals 0 on [1

4 ,
1
2 ] and 1 on [3

4 , 1]. Let

also χ : [0, r) → [0, 1] be a smooth, compactly supported function that equals 1 near 0.

We define the compactly supported functions H,K : W(L, g, r) → [0, 1] as follows. For

canonical coordinates (q, p) ∈ T ∗L we set

H(q, p) := χ(‖p‖g)h ◦Θ(q)

K(q, p) := χ(‖p‖g) k ◦Θ(q).

Then

{H,K} = χ(‖p‖g)h ◦Θ(q){χ(‖p‖g), k ◦Θ(q)}+ χ(‖p‖g) k ◦Θ(q){h ◦Θ(q), χ(‖p‖g)}.

Now for any function f(q) we have

{f(q), χ(‖p‖g)} =

n∑
i=1

∂f(q)

∂qi

∂χ(‖p‖g)
∂pi

= χ′(‖p‖g)
n∑
i=1

∂f(q)

∂qi

∂‖p‖g
∂pi

.

For a point q0 ∈ L we choose coordinates in a neighborhood such that the metric g satisfies

gij(q0) = δij . Then at q0 have
∂‖p‖g
∂pi

= pi
‖p‖g . Applying this to our case we get at q0

{H,K}(q0) = χ(‖p‖g)χ′(‖p‖g)(h′k − hk′) ◦Θ(q0)

n∑
i=1

∂Θ(q0)

∂qi

pi
‖p‖g
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Note that ∂Θ(q)
∂qi

= θq(∂qi) and
∑

i
pi
‖p‖g ∂qi := v has norm ‖v‖g = 1 for p 6= 0. By our choice

of θ we have |θq0(v)| < ‖a‖st + ε. We therefore get

{H,K}(q0) ≤
∣∣∣(χ2

2

)′∣∣∣ · |(h′k − h k′) ◦Θ(q0)| · (‖a‖st + ε).

Now notice that because of the properties of h, k (see also figure 4),

h′k − h k′ =


h′ on [3

4 , 1],

−k′ on [1
2 ,

3
4 ],

0 else.

Taking into account that the only constraint on h′, k′ is that their integral equals ±1 on [3
4 , 1]

and [1
2 ,

3
4 ], respectively, we see that for a good choice of h, k we have ‖h′k− h k′‖C0 ≤ 4 + ε.

Also, since the only constraint on χ is that χ varies from 1 to 0 within the interval [0, r),

we see that for a good choice of χ (for which χ2 is almost linear) we can ensure that

‖
(
χ2/2

)′‖C0 ≤ 1
2r + ε. Altogether we get

{H,K}(q0) ≤
(

1

2r
+ ε

)
(4 + ε) (‖a‖st + ε) ≤ 2 ‖a‖st

r
+ Cε (5.2.2)

for ε � 1 and a constant C. The choice of q0 ∈ L was arbitrary and ε > 0 can be chosen

arbitrarily small. Thus,

bp(L, a,W(L, g, r)) ≥ r

2 ‖a‖st
.

Finally, in order to get rid of the constant 1
2 we use an equivalent definition of bp(L, a,M).

Namely for the function Θ one can choose the four sets

X ′0 := Θ−1([0, ε]), Y ′0 := Θ−1([ε, 2ε]), X ′1 := Θ−1([2ε, 1
2 ]), Y ′1 := Θ−1([1

2 , 1]),

and choose the functions H,K ∈ C∞c (M) to satisfy H|Op (X′0) = 0, H|Op (X′1) = 1, K|Op (Y ′0) =

0 and K|Op (Y ′1) = 1 in the definition of bp(L, a,M). Indeed, if ρ : R/Z → R/Z is a

diffeomorphism that equals the identity near 0 and sends the intervals [0, ε], [ε, 2ε], [2ε, 1
2 ]

and [1
2 , 1] to [0, 1

4 ], [1
4 ,

1
2 ], [1

2 ,
3
4 ] and [3

4 , 1], then as in [EGM16, Section 3.2] one can show that

ρ ◦Θ =: Θ′ =
∫
θ′ for a closed 1-from θ′ representing the class a. Thus pairs of functions in

F(θ′, x0) are equivalent to pairs (H,K) with the corresponding values on X ′i and Y ′j . Since

for bp(L, a,M) the infimum is taken over all [θ] = a, we see that this definition is equivalent

to the original one.

For this extremalization problem the result is slightly better, since now h′k − hk′ is

supported on [2ε, 1
2 ] ∪ [1

2 , 1] and we can choose the slopes of h and k to be close to ±1
2 on

these intervals. For a suitable choice of h and k we therefore have ‖h′k − hk′‖C0 ≤ 2 + ε,

and the inequality (5.2.2 ) becomes

{H,K} ≤
(

1

2r
+ ε

)
(2 + ε)(‖a‖st + ε) ≤ ‖a‖st

r
+ Cε (5.2.3)

Since ε > 0 can be chosen arbitrarily small, we indeed conclude that bp(L, a,W(L, g, r)) ≥
r‖a‖−1

st . �
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A Transversality for punctured holomorphic disks

In this section we prove generic transversality for moduli spaces of punctured pseudoholo-

morphic curves with boundary in symplectic cobordisms. This result is essentially folklore

and the statement follows mostly from standard results in the literature where parts have

already been done (see [Dra04, MS95, Wen10, HWZ99]). Nevertheless, as far as we are

aware, transversality has not been explicitly written for punctured surfaces with totally

real boundary conditions in symplectic cobordisms of arbitrary dimension, so we provide

a proof for the sake of completeness. This is mostly a matter of compiling the different

sources cited above. For the case without boundary we refer the reader to the excellent

exposition by Wendl [Wen16].

We fix notation. Let (X,ω) be a symplectic cobordism. Thus (X,ω) is a symplectic man-

ifold containing a compact domain K ⊂ X with contact boundary such that (X\int(K), ω)

is symplectomorphic to the union ([0,∞) ×M+, d(erα+)) t ((−∞, 0] ×M−, d(erα−)) for

suitable contact manifolds (M+, α+) and (M−, α−). Here r denotes the R-coordinate. The

contact manifolds M± may contain several components and one, but not both, may be

empty. Let L ⊂ (X,ω) be a compact Lagrangian submanifold contained in int(K). We fix

a Riemannian metric g that is translation-invariant outside a compact set containing K and

such that L is totally geodesic. Let γ be a non-degenerate Reeb orbit of a contact manifold

(M,α) with period T > 0. Define Z+ := [0,∞)×S1 and Z− := (−∞, 0]×S1 with the coor-

dinates (s, t) and conformal structure j∂s = ∂t. We say that a map v = (a, u) : Z+ → R×M
is positively asymptotic to γ, if lims→∞ a(s, t) = ∞ and lims→∞ u(s, t) = γ(Tt). We say a

map v′ = (a′, u′) : Z− → R×M is negatively asymptotic to γ, if lims→−∞ a
′(s, t) = −∞ and

lims→−∞ u
′(s, t) = γ(Tt). Here we assume uniform convergence of the limits. For a fixed

Riemann surface (Σ, j) (possibly with boundary) let Γ = {z1, . . . , zl+m} ⊂ int(Σ) be a set

of punctures. Given a family of non-degenerate Reeb orbits OΓ = {γ+
1 , . . . , γ

+
l , γ

−
1 , . . . , γ

−
m}

in M±, we say that a map ϕ : Σ\Γ → X is asymptotic to the family OΓ, if for all i there

exists a disk neighborhood Ui of zi in Σ, a biholomorphism ψi : Z± → Ui\{zi} such that

ϕ ◦ ψi : Z± → X is asymptotic to γ±i .

Let us fix an almost complex structure JCyl on X that is compatible with α± outside a

compact neighbourhood of K. Denote by J∞Cyl(JCyl) the space of smooth almost complex

structures onX that are compatible with ω and coincide with JCyl outside this fixed compact

neighbourhood of K. We endow this space with the C∞-topology. Then J∞Cyl(JCyl) is a

contractible space. In order to lighten notation we omit the JCyl and only write J∞Cyl. In

this appendix, this notation will always refer to J∞Cyl(JCyl). For a chosen J ∈ J∞Cyl and

family OΓ we define the moduli space of punctured Riemann surfaces with boundary on L,

M(OΓ, J) :=

{
u : (Σ\Γ, ∂Σ; j) −→ (X,L; J)

∣∣∣∣ du+ J ◦ du ◦ j = 0, u(∂Σ) ⊂ L,
u is asymptotic to OΓ

}
.

We also consider the subsetM∗(OΓ, J) consisting of curves inM(OΓ, J) that are somewhere

injective in int(K), i.e. elements u for which there exists a z ∈ int(Σ\Γ) such that du(z) 6= 0,

u(z) ∈ int(K) and u−1(u(z)) = {z}. The main result of this section is as follows.
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Theorem A.1. There exists a subset J reg ⊂ J∞Cyl such that the following holds:

1. If J ∈ J reg, then M∗(OΓ, J) is a smooth manifold of dimension

dim(M∗(OΓ, J)) = nχ(Σ̇) + 2cτ1(u∗TX) + µτ (u∗TX, u∗TL)

+
l∑

i=1

µτCZ(γ+
i )−

m∑
j=1

µτCZ(γ−j ) + #Γ, (1.1)

locally around the element u ∈ M∗(OΓ, J). Here τ denotes a trivialization of u∗TX

on the cylindrical ends and boundary.

2. The subset J reg is of second category in J∞Cyl.

We refer the reader to the end of section A.1 for the definitions of the topological

invariants cτ1 , µτ and µτCZ. We call the elements J ∈ J reg regular. For our applications we

need to discuss the dependence of M∗(OΓ, J) under variations of J ∈ J reg. For a smooth

path {Jt}t∈[0,1] ⊂ J∞Cyl define

W∗(OΓ, {Jt}) = { (t, u)
∣∣ t ∈ [0, 1], u ∈M∗(OΓ, Jt) }.

For two regular J0, J1 ∈ J reg we denote by J (J0, J1) the space of all smooth paths in J∞Cyl

connecting J0 to J1.

Theorem A.2. There exists a subset J reg(J0, J1) ⊂ J (J0, J1) such that the following holds:

1. If {Jt}t∈[0,1] ∈ J reg(J0, J1), then W∗(OΓ, {Jt}) is a smooth oriented manifold with

boundary

∂W∗(OΓ, {Jt}) =M∗(OΓ, J0) ∪M∗(OΓ, J1).

2. The set J reg(J0, J1) is of second category in J (J0, J1).

The proof of theorem A.1 follows the standard line of arguments in the literature, see e.g.

[MS95]. We first recall various notions from the general theory of Cauchy-Riemann type

operators on punctured Riemann surfaces. In the functional analytical setup we explain

the Banach manifolds and bundles involved in our setting. We then introduce the universal

moduli space as a Banach submanifold of the aforementioned Banach manifolds and use

this construction to prove theorem A.1. Adaptations of these arguments then provide a

proof of theorem A.2

A.1 CR type operators on Hermitian bundles over punctured surfaces

Let (Σ, j) be a compact Riemann surface of genus g with m ≥ 0 boundary components.

Choose a non-empty finite set Γ ⊂ int(Σ) of positive and negative interior punctures, we

write Γ = Γ+∪Γ−. The punctured surface is then denoted Σ̇ = Σ\Γ. Now for every puncture

z ∈ Γ± we choose a closed neighborhood Uz ⊂ Σ of z together with a biholomorphic map
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ϕz : (U̇z, j) → (Z±, i), where U̇z := Uz\{z} is the punctured neighborhood and Z+ =

[0,∞) × S1, Z− = (−∞, 0] × S1 are complex cylinders. Note that the assumption that

ϕz is a biholomorphism implies that ϕz(w) → ±∞ when w → z. The union of punctured

neighborhoods U̇z will be called the cylindrical ends of Σ̇.

Let (E,ω, J)→ (Σ̇, j) be a smooth Hermitian vector bundle of rank n over the punctured

surface. By Hermitian structure we mean that (E,ω) is a symplectic vector bundle and J

is an ω-compatible almost complex structure. The inner product is then given by

〈·, ·〉E := ω(·, J ·) + iω(·, ·).

We call a trivialization Φ of E near z ∈ Γ± admissible, if Φ : E|U̇z → Z± × Cn is a unitary

bundle isomorphism which projects to the biholomorphism ϕz. Here Cn is identified with

the standard Hermitian vector space. Note that every Hermitian vector bundle E over Σ̇

has admissible trivializations over the cylindrical ends. Furthermore, there exist admissible

trivializations that extend over Σ̇, since Γ 6= ∅ and thus Σ̇ has the homotopy type of a

1-dimensional cellular complex. For a choice of admissible trivialization Φ near all z ∈ Γ we

fix a volume form dvol on Σ̇ such that dvol is equal to ds∧ dt in the cylindrical coordinates

induced by Φ.

Let (E′, ω′, J ′) and (E,ω, J) be two Hermitian vector bundles over Σ̇. We denote by

Hom1,0(E′, E) and Hom0,1(E′, E) the corresponding complex vector bundles consisting of

complex linear and antilinear bundle maps E′ → E. Sometimes we include the complex

structures J , J ′ in the notation to provide more clarity. In the following we will often

consider the bundle F := Hom0,1(T Σ̇, E) (and sections thereof). In particular this bundle

inherits a Hermitian structure (F, ω, J) by setting

Jη = J ◦ η, ωp(η, η
′) =

ωp(η(v), η′(v))

dvol(v, jv)
,

for p ∈ Σ̇, η, η′ ∈ F and any non-zero choice of v ∈ TpΣ̇. Furthermore, any admissible

trivialization Φ of (E,ω, J) induces an admissible trivialization of (F, ω, J) via

F |U̇z → Z± × Cn, η 7−→ Φ(η(∂s)),

where ∂s is the vector field on T Σ̇|U̇z arising from ϕz. On E and F we define the L2-inner

product to be

〈η, ξ〉L2(E) :=

∫
Σ̇

ω(η, Jξ) dvol for η, ξ ∈ C∞0 (E),

〈ν, ρ〉L2(F ) :=

∫
Σ̇

ω(ν, Jρ) dvol for ν, ρ ∈ C∞0 (F ).

We recall the theory of Cauchy-Riemann type operators on Hermitian bundles over

punctured surfaces. We begin with the notion of an asymptotic operator.

Let (S1 × R2n, ω0, J0) → S1 be the standard Hermitian vector bundle of complex rank

n. An asymptotic operator A on S1 × R2n is any real linear differential operator

A : C∞(S1,R2n) −→ C∞(S1,R2n), η 7−→ −J0∂tη − S(t)η,
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where S : S1 → End(R2n) is any smooth loop of symmetric matrices. Equivalently, an

asymptotic operator A is any operator of the form −J0∇t, where ∇ is a symplectic connec-

tion on (S1 × R2n, ω0). For the real L2-bundle metric given by

〈η, η′〉L2 :=

∫
S1

ω0(η(t), J0η
′(t))dt,

the operator A is symmetric. If we consider A as a bounded linear operator H1(S1,R2n)→
L2(S1,R2n), then A is Fredholm with index equal to 0 (see e.g. [Wen16]) We say that

A is non-degenerate, if its spectrum σ(A) does not contain 0. In this case the operator

A : H1(S1,R2n)→ L2(S1,R2n) induces an isomorphism.

We recall the standard ∂ operator for smooth functions on (Σ̇, j),

∂ : C∞(Σ̇,C) −→ Ω0,1(Σ̇,C), f 7−→ df + i ◦ df ◦ j.

Definition A.3. Let (E,ω, J) be a smooth Hermitian vector bundle over (Σ̇, j). A real

linear first order differential operator D : Γ(E) → Γ(Hom0,1(T Σ̇, E)) is called of Cauchy-

Riemann type, if it satisfies

D(fη) = ∂(f)η + fDη

for every η ∈ Γ(E) and f ∈ C∞(Σ̇,C). For a puncture z ∈ Γ we say that D is asymptotic

to an asymptotic operator Az at z, if in an admissible trivialization near z the operator D

takes the form

Dη(s, t) ∂∂s = ∂sη(s, t) + J0∂tη(s, t) + S(s, t)η(s, t),

where S(s, t) is a smooth family in EndR(Cn) such that S(s, t) converges uniformly as s→
±∞ to a smooth loop of symmetric matrices Sz(t), where −J0∂t − Sz(t) is the expression

of Az in the trivialization.

Let k ≥ 1 and p > 2. For a smooth Hermitian vector bundle (E,ω, J) → (Σ̇, j) with

fixed admissible trivialization at the cylindrical ends we consider the topological vector

space W k,p
loc (E) of W k,p

loc -sections of E. We define the Banach space

W k,p(E) := {η ∈W k,p
loc (E) | ηz ∈W k,p(int(Z±),Cn) ∀ z ∈ Γ±},

where ηz is η|U̇z in coordinates induced by the admissible trivialization and the area form

dvol is used to define the W k,p-norm of ηz. By choosing a compact set C that contains

Σ̇\
⋃
U̇z we obtain a Banach space norm by summing the corresponding W k,p-norms over

C and the cylindrical ends. Norms that arise in this way are equivalent. Now for a smooth

totally real subbundle Λ ⊂ E|∂Σ we consider the Banach subspace

W k,p
Λ (E) := {η ∈W k,p(E) | η(∂Σ) ⊂ Λ}.

We recall the following statement on Cauchy-Riemann type operators, see [Sch95, Wen10].

Theorem A.4. Let Az be asymptotic operators for each z ∈ Γ and let

D : W k,p
Λ (E) −→W k−1,p(Hom0,1(T Σ̇, E))
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be a Cauchy-Riemann type operator asymptotic to Az for each z. Then D is a Fredholm

operator if all Az are non-degenerate. Moreover, ind(D) and ker(D) are independent of k

and p.

In order to compute the index of the Fredholm operator D we briefly recall certain

topological invariants.

Let (E, J)→ (Σ, j) be a complex vector bundle over a compact Riemann surface Σ with

boundary ∂Σ. Let τ : E|∂Σ → ∂Σ × Cn be a trivialization over the boundary. We define

the relative first Chern class with respect to the trivialization τ as follows. If (E, J) is a

line bundle, then cτ1(E) counts the zeros (with signs) of a generic smooth section that is

non-zero and constant over ∂Σ with respect to τ . For two complex vector bundles (E1, J1)

and (E2, J2) with trivializations τ1 and τ2 over ∂Σ we set cτ1⊕τ21 (E1 ⊕ E2) = cτ11 (E1) +

cτ21 (E2). Since every complex vector bundle over a Riemann surface splits into a sum of

line bundles this uniquely determines cτ1(E) for all complex vector bundles. The definition

then extends to complex vector bundles over punctured Riemann surfaces where τ equals

a chosen admissible trivialization on the cylindrical ends. For a totally real subbundle

Λ ⊂ E|∂Σ the trivialization τ also defines a Maslov index µτ (E,Λ) ∈ Z, see [MS95].

Now let Az be an asymptotic operator for z ∈ Γ. In the admissible trivialization we have

Az = −J0∂t−S(t). Let Ψ(t) ∈ Sp(n) be a smooth loop of symplectic matrices satisfying the

differential equation Ψ̇(t) = J0S(t)Ψ(t). If Az is non-degenerate, then Ψ(1) does not have 1

as an eigenvalue and we can consider its Conley-Zehnder index µτCZ(Ψ(t)), see [Sal99]. We

then set the Conley-Zehnder index of Az to be µτCZ(Az) := µτCZ(Ψ(t)).

We recall the following statement from [Wen10].

Theorem A.5. Let Az be non-degenerate asymptotic operators for each z ∈ Γ and let

D : W k,p
Λ (E) −→W k−1,p(Hom0,1(T Σ̇, E))

be a Cauchy-Riemann type operator asymptotic to Az for each z. Then the Fredholm index

of D is

ind(D) = nχ(Σ̇) + 2cτ1(E) + µτ (E,Λ) +
∑
z∈Γ+

µτCZ(Az)−
∑
z∈Γ−

µτCZ(Az), (1.1.2)

where n = rankC(E).

Note that the dependence of equation (1.1.2 ) on the choice of trivialization τ cancels

out. In subsequent sections we will consider Banach spaces of sections of E with exponential

weights at the punctures. Let (E,ω, J) → (Σ̇, j) be a Hermitian vector bundle over a

punctured Riemann surface equipped with an admissible trivialisation. For k ∈ N, p > 2

and δ ∈ R we define the Banach space

W k,p,δ
Λ (E) ⊂W k,p

loc (E)

to be the space of sections η ∈W k,p
loc (E) whose restriction to the neighborhood of a puncture

z ∈ Γ±, ηz : Z± → Cn, satisfies

‖e±δsηz‖Wk,p(Z±) <∞,
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and η(∂Σ) ⊂ Λ. Thus for δ = 0 we recover the Banach space W k,p
Λ (E) from before and for

δ > 0 the sections in W k,p,δ
Λ (E) are guaranteed to have exponential decay at infinity. Note

that for k = 0, the dual space (Lp,δ(E))∗ is isomorphic to Lq,−δ(E) for 1/p + 1/q = 1 via

the L2-inner product.

A.2 Functional analytic setup

We describe the Banach spaces used in the proof of Theorems A.1 and A.2. Let k ∈ N,

p > 2 and δ > 0 and let OΓ = {γz}z∈Γ be a collection of Reeb orbits of M±, one for every

puncture z ∈ Γ = Γ+ ∪ Γ−. We define the space

Bk,p,δ := Bk,p,δ(Σ̇, ∂Σ;X,L;OΓ)

to consist of maps u : Σ̇→ X of class W k,p
loc which satisfy u(∂Σ) ⊂ L and have asymptotically

cylindrical behavior approaching γz at the puncture z ∈ Γ±. Basically, one can view u as a

decreasing perturbation of y(s, t) := (Ts, γz(Tt)) up to a shift in the cylindrical ends. To be

precise, this means that in cylindrical coordinates (s, t) ∈ Z± near z, there exist constants

s0 and t0 such that for sufficiently large |s| we have

u(s+ s0, t+ t0) = expy(s,t) h(s, t),

where h ∈ W k,p,δ(y∗TH±) and the exponential map is defined with respect to any R-

invariant metric on H± := R×M±. The condition kp > 2 implies via the Sobolev embedding

theorem that Bk,p,δ ↪→ C0(Σ̇, X). Even though Σ̇ is non-compact, we can still give the space

Bk,p,δ the structure of a smooth, separable and metrizable Banach manifold by generalizing

the results of [El̆ı67].

TuBk,p,δ = W k,p,δ
Λ (u∗TX)⊕ V,

where the summands are defined as follows. Λ is the Lagrangian subbundle

Λ := (u|∂Σ)∗TL −→ ∂Σ,

so that sections v ∈ W k,p,δ
Λ (u∗TW ) are required to decay exponentially near the puncture

and satisfy v(∂Σ) ⊂ Λ. V is a 2(#Γ)-dimensional real vector space with basis given by non-

canonical choices of two sections Σ̇→ u∗TW supported in Uz for every puncture z ∈ Γ and

asymptotic to the vector fields ∂r, Rα± of T (R×M±). In particular, V contains vector fields

that are asymptotically parallel to orbit cylinders y(s, t) = (Ts, γz(Tt)) in the cylindrical

ends.

Let J ∈ J∞cyl. Note that by [HWZ96, Theorem 1.5], for a finite family of non-degenerate

orbits OΓ there exists an open set I ⊂ R containing 0, such that for all δ ∈ I maps satisfying

du+J ◦du◦ i = 0 and the asymptotic condition at OΓ automatically satisfy the exponential

decay estimate near each puncture. Hence for δ sufficiently small the space Bk,p,δ contains

all pseudoholomorphic maps asymptotic to a chosen family of Reeb orbits.

For l ≥ k consider now the space J l of almost complex structures of class C l on X

that are cylindrical at infinity. Since J l consists of almost complex structures that are
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translation invariant outside of a compact set, we can give J l the structure of a smooth

separable Banach manifold by using the translation invariant metric. For J ∈ J l the

tangent space TJJ l consists of compactly supported C l-sections Y of the smooth bundle

End(TX, J, ω)→ X that satisfy

Y J + JY = 0, ω(Y v,w) + ω(v, Y w) = 0.

The first equation is derived from the condition J2 = −Id and the second equation comes

from the compatibility of J with ω. The space of such sections is a Banach space and

provides a local chart containing J via the mapping Y 7→ J exp(−JY ).

We now consider the bundle Ek−1,p,δ → Bk,p,δ × J l, whose fiber over (u, J) is given by

Ek−1,p,δ
(u,J) := W k−1,p,δ

(
Hom0,1

(
(T Σ̇, j), (u∗TX, J)

))
,

the space of complex-antilinear bundle maps. One can show that Ek−1,p,δ has the structure

of a C l−k Banach space bundle, see the proof of Proposition 3.2.1 in [MS95]. The map

F : Bk,p,δ × J l → Ek−1,p,δ given by

F(u, J) := du+ J ◦ du ◦ j (1.2.3)

then defines a C l−k-section of the bundle, because F(u, J) ∈ Ek−1,p,δ satisfies the expo-

nential weighting condition when J is translation invariant on the ends. The zeros of this

section is given by the union of the moduli spacesM(OΓ, J) for J ∈ J l. For (u, J) such that

F(u, J) = 0 the vertical differential DF(u, J) : TuBk,p,δ × TJJ l → Ek−1,p,δ
(u,J) of the section F

is given by [MS95, Section 3.2]:

DF(u, J)(ξ, Y ) := ∇ξ + J ◦ ∇ξ ◦ j + (∇ξJ) ◦ du ◦ j + Y (u) ◦ du ◦ j,

where∇ is any symmetric connection on X. For fixed J ∈ J l we also consider the restriction

of F to Bk,p,δ and the associated vertical differential Du : TuBk,p,δ → Ek−1,p,δ
(u,J) at the zero

section,

Du(ξ) = ∇ξ + J ◦ ∇ξ ◦ j + (∇ξJ) ◦ du ◦ j.

The smooth manifold structure ofM∗(OΓ, J) depends on the properties of the map Du as a

Fredholm operator. We continue with the analysis of this operator. Let τ be an admissible

trivialization of u∗TX on the cylindrical ends and boundary of Σ̇.

Proposition A.6. For δ > 0 sufficiently small the operator Du : TuBk,p,δ → Ek−1,p,δ
(u,J) is

Fredholm and has index

ind(Du) = nχ(Σ̇) + 2cτ1(u∗TX) +µτ (u∗TX,Λ) +
m∑
i=1

µτCZ(γ+
i )−

n∑
j=1

µτCZ(γ−j ) + #Γ. (1.2.4)

Proof: Since TuBk,p,δ = W k,p,δ
Λ (u∗TX)⊕ V and V is finite dimensional, it suffices to prove

that Du restricted to W k,p,δ
Λ (u∗TX) is Fredholm. By abuse of notation let Du be the

restricted operator. We proceed by showing that Du is conjugate to a Cauchy-Riemann

type operator with non-degenerate asymptotic operators at the punctures.
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Let z ∈ Γ± be a puncture and suppose Du(·) ∂∂s takes the form ∂ + S(s, t) in the coor-

dinates of the admissible trivialization on the cylindrical end of z, where S(s, t) converges

uniformly as s → ±∞ to a smooth loop of symmetric matrices Sz(t). A computation re-

veals (see the proof of Theorem 3.6 of [Dra04]) that Sz(t) = 02×2 ⊕ Sγz(t), where we use

the splitting in the trivialization arising from T (R×M±) ' β ⊕ ξ±. Here β is the complex

line bundle generated by ∂r and the Reeb vectorfield Rα± and ξ± is the pullback of the

contact distribution on M±. The matrix Sγz(t) is derived from the linearization of the Reeb

flow at γz and is symmetric and non-singular since γz is non-degenerate. Now since Sz(t)

is zero on the complex line bundle β, this implies that the associated asymptotic operator

Az := −J0∂t − Sz(t) is degenerate. In particular the operator (for δ = 0)

Du : W k,p
Λ (u∗TX) −→W k−1,p(Hom0,1(T Σ̇, u∗TX))

is not Fredholm. This issue is resolved by considering spaces with exponential weights.

Let (E,ω, J) be a Hermitian vector bundle over Σ̇. For δ ∈ R pick a smooth function

f : Σ̇→ R such that f(±s, t) = ∓δs on the cylindrical ends. Then we obtain Banach space

isomorphisms

Φδ : W k,p(E)→W k,p,δ(E), η 7→ efη, Ψδ : W k−1,p,δ(E)→W k−1,p(E), θ 7→ efθ.

Returning to our setting we consider the bounded linear map

D′u := Ψ−1
δ DuΦδ : W k,p

Λ (u∗TX)→W k−1,p(Hom0,1(T Σ̇, u∗TX)).

We see that D′u is a linear Cauchy-Riemann type operator on Σ̇. Moreover a short calcu-

lation reveals that at a puncture z ∈ Γ± the operator D′u takes the form

D′uη = ∂η + (S(s, t)∓ δ Id2n×2n)η

in the trivialization and is therefore asymptotic to the operator

A′z := −J0∂t − Sz(t)± δ Id2n×2n = Az ± δ Id2n×2n.

The spectrum of Az is discrete. Thus for δ > 0 chosen small enough, we can assume that

ker(A′z) remains trivial for all z ∈ Γ±. The Conley-Zehnder index for z ∈ Γ± then computes

to (see [Wen16])

µτCZ(A′z) = ∓1 + µτCZ(γz).

Applying Theorem A.4 and Theorem A.5 we see that D′u is Fredholm with index equal to

the right hand side of equation (1.2.4 ) − 2#Γ. We then include the dimension of V to

obtain the index given by (1.2.4 ). �

Corollary A.7. Let (L, g) be a Riemanian manifold and (X,ω) := (T ∗L, dλ), seen as a

symplectic cobordism with one positive end M × [0,∞), where M = ∂Wg is the unit sphere

bundle associated to the metric g. Let Jg be the almost complex structure defined in section

3.1, γ a closed geodesic of minimal length in its homology class, and uγ,g the unique element

of M(Jg, β) asymptotic to γ̃ modulo reparametrization. Then

ind(Duγ,g) = 1.
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Proof: Recall that Imuγ,g = { sγ̃(t) | (s, t) ∈ [0,∞) × R/`Z }, where γ̃(t) = (γ(t), γ̇(t)]) is

the natural lift of γ to M . Choose an orthonormal basis (γ̇(t), e2(t), . . . , en(t)) along γ and

lift these vectors to vectors ( ˙̃γ(t), E1(s, t), . . . , En(s, t)), where Ej(s, t) is a horizontal vector

in Tuγ,g(s,t)T
∗L. Since H is totally real for the structure Jg, we get a complex splitting of

T ∗L along uγ,g given by

u∗γ,gT (T ∗L)(s, t) = 〈R, ∂∂r 〉 ⊕ 〈E1(s, t), JgE1(s, t)〉 ⊕ · · · ⊕ 〈En(s, t), JgEn(s, t)〉.

Let τ be the symplectic trivialization of u∗γ,gT (T ∗L) induced by this decomposition. Then,

cτ1(u∗γ,gT (T ∗L)) and µτ (u∗γ,gT (T ∗L), TL) obviously vanish. Since χ(D\{0}) = 0, we get

ind(Duγ,g) = µτCZ(γ̃) + 1.

It remains to show that µτCZ(γ̃) = 0. We recall that this is the Maslov index of the path of

symplectic matrices given by the linearization of the Reeb flow (hence the cogeodesic flow)

along γ. Notice that any deformation gε of the metric that leaves γ a geodesic of fixed

length induces a continuous deformation of Duγ,g among Fredholm operators defined on the

same Banach space (because uγ,gε = uγ,g for all ε under this assumption). These Fredholm

operators thus all have the same index. By proposition 3.15, completed by remark 3.16, we

can therefore assume for our computation of ind(Duγ,g) that g has the very particular form

achieved by proposition 3.15: in Fermi coordinates near γ we have gij = (1 + k‖x′‖2)δij .

Now for this special metric the derivative of the geodesic flow can be computed explicitly.

It preserves the horizontal and the vertical distributions. In the basis (γ̇(t), e2(t), . . . , en(t))

of the horizontal distribution it has the form(
1 0

0 kId

)
.

The vanishing of the Conley-Zehnder index readily follows. �

A.3 A universal moduli space

Choose an integer l ≥ 2 and a real number p > 2, let k ∈ {1, . . . , l}. We define the universal

moduli space

M∗(OΓ,J l) :=

{
(u, J)

∣∣∣∣∣ J ∈ J l, u ∈M(OΓ, J),

u has an injective point mapped to int(K)

}
.

Proposition A.8. The universal moduli space M∗(OΓ,J l) is a C l−k-Banach submanifold

of Bk,p,δ × J l.

Proof. The universal moduli spaceM∗(OΓ,J l) is a subset of the zero set of the C l−k-section

F (1.2.3 ) of the Banach space bundle Ek−1,p,δ. By showing that the vertical differential

DF is surjective on M∗(OΓ,J l), this provides us with the structure of a C l−k-Banach

submanifold via the infinite dimensional implicit function theorem.
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First note that, as in the proof of Proposition 3.2.1 in [MS12], we can give Ek−1,p,δ the

structure of a Banach space bundle of class C l−k. The map F defines a C l−k-section of the

bundle Ek−1,p,δ such that the zero set of F contains M∗(OΓ,J l). We now show that the

operator DF(u, J) is surjective for every pair (u, J) ∈M∗(OΓ,J l).

We prove surjectivity first in the case k = 1, we consider the operator DF(u, J) :

TuB1,p,δ × TJJ l → Lp,δ(Hom0,1(T Σ̇, u∗TX)), where DF(u, J)(ξ, Y ) = Du(ξ) + Y ◦ du ◦ j.
By Proposition A.6 the map Du is Fredholm and thus has a closed range, by a standard

result in functional analysis this implies that the range of DF(u, J) is closed as well. Thus

we prove that the image of DF(u, J) is dense. If the image of DF(u, J) is not dense, then by

the Hahn-Banach theorem, there exists a non-zero section η ∈ Lq,−δ(Hom0,1(T Σ̇, u∗TX))

for 1/p+ 1/q = 1 which annihilates the image of DF(u, J). In particular this implies

〈DF(u, J)(ξ, Y ), η〉L2 = 0,

for every (ξ, Y ) ∈ TuB1,p,δ × TJJ l, which in turn implies

〈Du(ξ), η〉L2 = 0, 〈Y ◦ du ◦ i, η〉L2 = 0, (1.3.5)

for all elements in the domain. In particular this implies that η is a weak solution to the

formal adjoint equation D∗u(η) = 0. By elliptic regularity η is continuous and applying

the Carleman similarity principle [MS95] we see that η has isolated zeros. Now the set of

injective points of u is open, so there exists a z0 ∈ Σ̇ such that z0 is an injective point of u

that maps to int(K) and η(z0) 6= 0. By Lemma 3.2.2 of [MS95] there exists a Y ∈ TJJ l such

that Y ◦ du ◦ j(z0) = η(z0), so the inner product 〈Y ◦ du ◦ i, η〉L2 > 0 in some neighborhood

of z0. Now multiply Y with a non-negative bump function β on X which has support in the

aforementioned neighborhood. Then we have 〈(βY ) ◦du ◦ i, η〉L2 > 0 since z0 is an injective

point, which violates (1.3.5 ) and hence surjectivity in the case k = 1 holds.

In the general case assume θ ∈ W k−1,p,δ(Hom0,1(T Σ̇, u∗TX)) for k ≥ 2. Then θ ∈ Lp,δ

and by surjectivity for k = 1 there exists (ξ, Y ) ∈ TuB1,p,δ × TJJ l such that Du(ξ) + Y ◦
du ◦ i = θ. Y is of class C l, so Y ◦ du ◦ i is of class W k−1,p,δ and thus Du(ξ) = θ− Y ◦ du ◦ i
is of class W k−1,p,δ. Elliptic regularity then implies that ξ is of class W k,p,δ. This proves

that DF(u, J) is surjective for general k.

Now, since Du is a Fredholm operator, by Lemma A.3.6 of [MS95] DF(u, J) has a right

inverse. The infinite dimensional implicit function theorem then implies that M∗(OΓ,J l)
is a C l−k-Banach submanifold of Bk,p,δ × J l.

Definition A.9. An almost complex structure J ∈ J∞Cyl is called regular, if the operator

Du is onto for every u ∈ M∗(OΓ, J). We denote by J reg ⊂ J∞Cyl the subset of all regular

almost complex structures on X.

Proof of Theorem A.1 (i). We prove thatM∗(OΓ, J) is a smooth manifold of the prescribed

dimension around u. Let J ∈ J reg and u ∈M∗(OΓ, J). By Proposition ?? u is smooth. For

an integer k ≥ 1 and p > 2 we consider the section F for J fixed in a trivialization of Ek−1,p,δ
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over a neighborhood of N (u) of u ∈ Bk,p,δ. We can identify N (u) with a neighborhood U

of 0 in TuBk,p,δ and consider the restricted map

Fu := F|U : U −→W k−1,p,δ(Hom0,1(T Σ̇, (u∗TX, J))).

Then Fu is a smooth map between Banach spaces and the differential dFu(0) = Du is

surjective by assumption. By the infinite dimensional implicit function theorem [Sma65],

F−1
u (0) intersects a sufficiently small neighborhood of 0 in a smooth finite dimensional sub-

manifold of dimension ind(Du). The image of this submanifold under the map ξ 7→ expu(ξ)

is a smooth submanifold of Bk,p,δ that agrees with a neighborhood of u ∈M∗(OΓ, J). Hence

M∗(OΓ, J) is a smooth submanifold of Bk,p,δ of dimension ind(Du) locally around u.

Proposition A.10. The projection M∗(OΓ,J l) → J l is a nonlinear Fredholm map and

for l large enough the set of regular values in J l is dense.

Proof. The projection π :M∗(OΓ,J l) → J l is, by Proposition A.8 for k = 1, a C l−1-map

between separable C l−1-Banach manifolds. The tangent space at (u, J)

T(u,J)M∗(OΓ,J l) ⊂ TuB1,p,δ × TJJ l,

consists of all pairs (ξ, Y ) such that Du(ξ) + Y (u) ◦ du ◦ j = 0. The derivative dπ(u, J)

is just the projection (ξ, Y ) 7→ Y . Thus the kernel of dπ(u, J) is isomorphic to the kernel

of Du. By a standard result in functional analysis [MS95, Lemma A.3.6] the cokernel of

dπ(u, J) is also isomorphic to the cokernel of Du. It follows that dπ(u, J) is a Fredholm

operator with the same index as Du. Moreover the operator dπ(u, J) is onto precisely when

Du is onto. This implies that a regular value J of π is an almost complex structure with

the property that Du is onto for every somewhere injective curve u ∈M∗(OΓ, J) = π−1(J).

In other words,

J reg,l := {J ∈ J l | Du is onto for all u ∈M∗(OΓ, J)}, (1.3.6)

the set of regular almost complex structures of class C l is the set of regular values of π. By

the Sard-Smale theorem [Sma65], this set is of second category in the sense of Baire. Here

we use the fact that M∗(OΓ,J l) and the projection π are of class C l−1 and we can apply

Sard-Smale whenever l − 2 ≥ ind(Du). Thus the set J reg,l is dense in J l with respect to

the C l-topology for l sufficiently large.

Proof of Theorem A.1 (ii). We must show that the set J reg is of second category in J∞Cyl.

We fix metrics on X and Σ̇ that are translation invariant on the cylindrical ends and

we denote by dist(·, ·) the induced distance functions. For N ∈ N consider the set

J reg
N := J reg

N (OΓ) ⊂ J∞Cyl

of all smooth almost complex structures J such that the operator Du is onto for every

J-holomorphic curve u ∈M∗(OΓ, J) that satisfies
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(i) sup
z∈Σ̇

|du(z)| ≤ N ;

(ii) there exists a z0 ∈ Σ̇ such that

dist(u(z0), X\int(K)) ≥ 1

N
, |du(z0)| ≥ 1

N
, inf

z∈Σ̇\{z0}

dist(u(z0), u(z))

dist(z0, z)
≥ 1

N
.

Note that the set of such u has a somewhere injective point mapped to int(K). Furthermore,

every asymptotically cylindrical J-holomorphic curve with an injective point mapped to

int(K) satisfies these conditions for some value of N ∈ N.

We claim that J reg
N is open and dense in J∞Cyl. We first show that this set is open,

which is equivalent to the complement being closed. Assume we have a sequence Jν /∈ J reg
N ,

Jν → J in C∞. This means that for every ν there exists a Jν-holomorphic uν and a

zν ∈ Σ̇ that satisfy conditions (i) and (ii) and such that Duν is not surjective. Since the

first derivatives of uν are uniformly bounded and (ii) is a closed condition, by a standard

elliptic bootstrapping argument [MS95, Theorem B.4.2] there exists a subsequence uνi that

converges uniformly with all derivatives to a smooth J-holomorphic curve u that satifisfies

conditions (i) and (ii). Since the operators Duνi
are not surjective, it follows that Du is not

surjective either. This shows that J /∈ J reg
N and thus J reg

N is open in the C∞-topology. We

now prove that J reg
N is dense in J∞Cyl. Let J reg,l

N ⊂ J l be the set of all J ∈ J l such that

the operator Du is onto for every u ∈M∗(OΓ, J) that satisfies conditions (i) and (ii). Now

note that

J reg
N = J reg,l

N ∩ J∞Cyl.

Let J ∈ J∞Cyl ⊂ J l. Now by Proposition A.10 the set J reg,l of (1.3.6 ) is dense in J l for

large l, so there exists a sequence Jl ∈ J reg,l such that

‖Jl − J‖Cl ≤ 2−l.

Since Jl ∈ J reg,l
N and J reg,l

N is open in the C l-topology, there exists an εl such that for every

J ′ ∈ J l,
‖Jl − J ′‖Cl < εl =⇒ J ′ ∈ J reg,l

N .

Choose J ′l ∈ J∞Cyl to be any smooth element such that

‖J ′l − Jl‖Cl ≤ min{εl, 2−l}.

Then J ′l ∈ J
reg,l
N ∩J∞Cyl = J reg

N converges to J in the C∞-topology. This shows that the set

of J reg
N is dense in J∞Cyl as claimed. Thus J reg is the intersection of a countable number of

open dense sets J reg
N , N ∈ N, and is so of second category.

Proof of Theorem A.2. Applying the ideas of the proof of Theorem A.1 (i) to the bundle

Ek−1,p,δ → Bk,p,δ×[0, 1] gives us the manifold structure ofW∗(OΓ, {Jt}). For (ii) we proceed

analogous to the proof of Theorem A.1. Define J l(J0, J1) to be the space of C l-homotopies

in J l from J0 to J1. Consider the universal moduli space W∗(OΓ,J l(J0, J1)). One can

show that this space is a C l−1-Banach manifold and that the projection map to J l(J0, J1)
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is a C l−1 Fredholm map. By Sard-Smale, the regular values of this map is dense for l

sufficiently large and produces the desired subset of regular homotopies. The conclusion to

the case of smooth homotopies is then as in the proof of Theorem A.1.
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[HWZ99] H. Hofer, K. Wysocki, and E. Zehnder. Properties of pseudoholomorphic curves in symplecti-

zations. III. Fredholm theory. In Topics in nonlinear analysis, volume 35 of Progr. Nonlinear

Differential Equations Appl., pages 381–475. Birkhäuser, Basel, 1999.
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UMR 7501, Université de Strasbourg et CNRS

7 rue René Descartes
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