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Abstract. We consider non linear elliptic equations of the form

∆u = f(u,∇u).

for suitable analytic nonlinearity f , in the vinicity of infinity in Rd, that is
on the complement of a compact set. We show that there is a one-to-one
correspondence between the non linear solution u defined there, and the linear
solution uL to the Laplace equation, such that, in an adequate space, u−uL →
0 as |x| → +∞. This is a kind of scattering operator.

Our results apply in particular for the energy critical and supercritical pure
power elliptic equation and for the 2d (energy critical) harmonic maps and the
H-system. Similar results are derived for solutions defined on the neighborhood
of a point in Rd.

The proofs are based on a conformal change of variables, and studied as
an evolution equation (with the radial direction playing the role of time) in
spaces with analytic regularity on spheres (the directions orthogonal to the
radial direction).
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1. Introduction

1.1. Motivations and setting of the problem. The purpose of this article is
to give a classification of solutions of certain nonlinear elliptic equations, by their
behavior at infinity. We consider equations of the form

(1.1) ∆u = f(u,∇u),

where the nonlinearity f is analytic, and with an extra emphasis on the elliptic
nonlinear equation with Ḣ1 critical power nonlinearity, conformal equations in di-
mension 2, and smooth harmonic maps. Roughly speaking, we will construct, in
these considered examples, a scattering operator: we prove that when considering
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the vicinity of (spatial) infinity, there is a one-to-one correspondence between linear
solutions of

(1.2) ∆uL = 0 on Rd \B(0, 1), uL|Sd−1 = u0,

where u0 is a given function on Sd−1 and nonlinear solutions of (1.1) defined for
sufficiently large x; and furthermore nonlinear solutions behave as a linear one in
an appropriate space.
This space is strong enough to distinguish each linear solution from another one
only from their asymptotic behavior. For instance, since all linear solutions converge
to 0 at infinity, the space we consider should be much finer than L∞ or Ḣ1. The
space we use specifically translates the behaviour of the linear elliptic solutions. In
particular, it implies some analyticity in the angular variable.
Note also that the full classification is obtained in some general examples that are
critical or with additional assumptions. Yet, the construction of nonlinear solutions
from their behavior at infinity (that is one part of the scattering operator) is made
in a great generality, see for instance Theorem 5.4.

The problem we consider is natural and has its own interest; we believe it will also
prove useful for related evolution problems. Indeed, one extra motivation comes
from the evidence that the asymptotic behavior of non linear object like the well-
known soliton plays a fundamental role in dynamical contexts, as it drives the
interactions: for example, the construction of blow up solutions, the construction of
multi-solitons, the analysis of collision of solitons, the soliton resolution conjecture
etc.
Let us elaborate somehow on this last example, in the case of the energy-critical
wave equation, which was studied by Duyckaerts-Kenig-Merle. They develop in
particular the channel of energy method: in the 3D radial setting [DKM13], the
authors manage to conclude that some initial datum giving rise to “nonlinear non
radiative solutions” should behave at infinity as the Newtonian potential 1

r and next,
should actually be the ground state W : x 7→ (1 + |x|2/3)−1/2 (up to scaling). This
idea to “catch the ground-state by the tail” has been extended with many more
subtleties to other dimensions and other equations [CKLS15a, CKLS15b, Cô15,
DKM23].
One of the key roadblocks in generalizing the above results to the non radial setting
is the lack of understanding of the non radial nonlinear objects, such as spectral
properties when linearizing around them, or their asymptotic behavior.
Our work here provides a first description in the non radial context, within a frame-
work that encompass semilinear elliptic equations together with harmonic maps or
the H-system.

We address the question by recasting the elliptic equation in terms of an evolution
equation on the sphere, where time is played by the radial variable. After performing
a conformal change of variable, the equation is obviously (strongly) ill posed, but
is amenable to resolution from infinity, for data without growing modes.
We will now define the functional setting in the next paragraph, so as to state our
results with the following ones.

1.2. The functional setting. The proof will be performed after a conformal
change of coordinates from Rd to R × Sd−1 using spherical coordinates. The har-
monical analysis on Sd−1 will play a crucial role. We begin by a few generalities.
Let d ⩾ 2. We denote ∆Sd−1 the Laplace-Beltrami operator on the sphere Sd−1, and
let (ϕℓ,m)ℓ∈N,m⩽Nℓ

be an L2 orthogonal basis of normalized spherical harmonics, so
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that ϕℓ,m is the restriction of a harmonic homogeneous polynomial of degree ℓ ∈ N.
Recall that ϕℓ,m are eigenfunctions for −∆Sd−1

−∆Sd−1ϕℓ,m = ℓ(ℓ+ d− 2)ϕℓ,m,

and soNℓ is the dimension of the eigenspace of −∆Sd−1 for the eigenvalue ℓ(ℓ+d−2).
Let Pℓ be the orthogonal projection onto this eigenspace: if v is a function defined
on Sd−1,

Pℓv =

Nℓ∑
m=1

⟨f, ϕℓ,m⟩ϕℓ,m, ∥Pℓv∥2L2(Sd−1) =

Nℓ∑
m=1

|⟨v, ϕℓ,m⟩|2.(1.3)

We consider the positive elliptic operator on the sphere Sd−1

D =

√
−∆Sd−1 +

(
d− 2

2

)2

,

so that for all ℓ ∈ N and m ⩽ Nℓ,

Dϕℓ,m =

(
ℓ+

d− 2

2

)
ϕℓ,m.

We denote L2
0(Sd−1) = Span(ϕℓ,m, ℓ ∈ N,m ⩽ Nℓ} the space of (finite) linear

combinations of eigenfunctions of D; all normed spaces below will be meant as
completion of L2

0 for the underlying norm.
The space Hs(Sd−1) is the completion of L2

0(Sd−1) for the Hs norm defined as

∥v∥2Hs(Sd−1) :=

+∞∑
ℓ=0

⟨ℓ⟩2s∥Pℓv∥2L2(Sd−1),

where ⟨ℓ⟩ =
√
1 + |ℓ|2 is the japanese bracket (here ℓ is an integer, but we also use

the notation for a vector or a multi-index). There hold

∥v∥Hs(Sd−1) ≈ ∥(1−∆Sd−1)s/2v∥L2(Sd−1),

and both these norms are equivalent to the usual Sobolev norm considered (thanks
to some partition of unity) in each coordinate charts, [LM72, Section 7.3]. Therefore,
all usual Sobolev embeddings apply.

We will state our results using the spaces Z∞
s,r and Z0

s,r, made of functions on Sd−1,
and which are the completion of L2

0(Sd−1) for the respective norms:

∥v∥Z∞
s,r

:= r
d−2
2

∥∥rDv∥∥
Hs(Sd−1)

=

(
+∞∑
ℓ=0

⟨ℓ⟩2sr2(ℓ+d−2)∥Pℓv∥2L2(Sd−1)

)1/2

,

and ∥v∥Z0
s,r

:= r
d−2
2

∥∥r−Dv
∥∥
Hs(Sd−1)

=

(
+∞∑
ℓ=0

⟨ℓ⟩2sr−2ℓ∥Pℓv∥2L2(Sd−1)

)1/2

.

Notice that for 1 ⩽ r < r′, we have the continuous embedding Z∞
s,r′ ⊂ Z∞

s,r ⊂ Hs

together with ∥v∥Z∞
s,r

⩽ ∥v∥Z∞
s,r′

and similarly for 0 < r′ < r ⩽ 1, there hold

Z0
s,r′ ⊂ Z0

s,r ⊂ Hs and ∥v∥Z0
s,r

⩽ ∥v∥Z0
s,r′

.

For functions defined on Rd \B(0, r0) or B(0, r0) respectively, we will be interested
in the Zs,r regularity on rescaled restrictions u(r·) : (y 7→ u(ry) (defined on the
sphare Sd−1) (for r ⩽ r0 or r ⩾ r0 respectively: this dependence of the space on
the radius prompt us to the following definitions, which are meaningful due to the
continuous embedding mentioned above.
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We say that u ∈ Z∞
s,r0 if u defined on Rd \ B(0, r0) and such that, for all r ⩾ r0,

u(r·) ∈ Z∞
s,r/r0

, (∂ru)(r·) ∈ Z∞
s−1,r/r0

,

(ρ 7→ u(ρ·)) ∈ C ([r,+∞), Z∞
s,r/r0

) ∩ C 1([r,+∞), Z∞
s−1,r/r0

),

and such that the following norm is finite:

∥u∥Z∞
s,r0

:= r
d−2
2

0 sup
r⩾r0

∥u(r·)∥Z∞
s,r/r0

+

∥∥∥∥(d− 2

2
u+ r

∂u

∂r

)
(r·)
∥∥∥∥
Z∞

s−1,r/r0

 .

Similarly, u ∈ Z0
s,r0 if it is defined on B(0, r0) so that for all 0 < r ⩽ r0, u(r·) ∈

Z0
s,r/r0

, (∂ru)(r·) ∈ Z0
s−1,r/r0

,

(ρ 7→ u(ρ·)) ∈ C ((0, r], Z0
s,r/r0

) ∩ C 1((0, r], Z0
s−1,r/r0

),

and such that the related norm is finite:

∥u∥Z0
s,r0

:= r
d−2
2

0 sup
0<r⩽r0

∥u(r·)∥Z0
s,r/r0

+

∥∥∥∥(d− 2

2
u+ r

∂u

∂r

)
(r·)
∥∥∥∥
Z0

s−1,r/r0

 .

The exponent ∞ reminds that we will be interested in the behavior for |x| → +∞,
while the exponent 0 denotes a space adapted to the vicinity of 0 (or a point).
The regularity index s appears as a fine tuning parameter: it plays an important
role in the product laws, and so in the multi-linear estimates; one could simply fix
for the rest of the article

s >
d

2
+

3

2
.

For some purposes, we stated some intermediary results with more precision on s:
except if a specific weaker bound is precised, all the following results assume s as
above.
u ∈ Z∞

s,r0 implies that u has the same decay as a linear solution of ∆uL = 0,
that is |u(x)| = O(|x|−(d−2)) (see Lemma 3.15). It is actually more precise: when
decomposing in spherical harmonics, each component decays as a linear solution,
that is ∥Pℓu(r·)∥L∞(Sd−1) = Oℓ(r

−(d−2)−ℓ) as r → +∞.
Note that in several results that we will prove, the functions we consider are vector
valued. In order to keep reasonable notations which are already heavy, we always
mean that every coordinate belongs to the related spaces: for instance, we will write
Z∞

s instead of (Z∞
s )N . This should not lead to any confusion.

Finally, we drop the index r when r = 1, for example Z∞
s := Z∞

s,1.

Now, we begin to present our main results for specific types of equations. The
constructions of the nonlinear solutions with prescribed behavior at infinity are
always consequence of the two general Theorem 5.4 and 5.5 presented in Section 4.
Theorem 5.5 is a refinement of Theorem 5.4, needed in some critical cases where we
have to use some better properties of the first iterate of the Picard iteration. This
improved behavior is observed in the case of conformal equations in dimension 2
where a “null” structure is observed.

1.3. Main results on the semilinear equation. In this section we state those
of our results which are concerned with the case of the (non derivative) nonlinearity

(1.4) f(y) =
∑
p∈N

apy
p,

with a positive radius of convergence.
The first statement constructs, for a general nonlinearity, nonlinear solutions having
a prescribed linear behavior at infinity. The second one, restricted to H1-critical
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analytic nonlinearities, realizes the converse, that is, establishes that a finite energy
solutions behaves as a linear solution at infinity. The combination of both results
leads to a kind of scattering operator identifying linear and nonlinear germs of
solutions.

Theorem 1.1. Let d ⩾ 3. Assume that f as in (1.4) satisfies the supercriticality
assumption

ap ̸= 0 =⇒ (d− 2)p− d ⩾ ν0 > 0.

Let u0 ∈ Hs(Sd−1), and uL ∈ Z∞
s given in (1.2).

Then, there exist r0 ⩾ 1 and a unique small solution u ∈ Z∞
s,r0 of (1.1) on {|x| ⩾ r0}

and such that

∥(u− uL)(r·)∥Z∞
s,r/r0

≲ r−ν0 −→
r→+∞

0.

Moreover, the map u0 7→ u is injective; and if ∥u0∥Hs(Sd−1) is small enough, we can
take r0 = 1.

(Here and below, we say that there is a unique small solution u in a Banach space
Z if there exists ε > 0 such that u is the unique solution in the ball centered at 0
and of radius ε of Z.)
When we restrict to Ḣ1 critical exponents with analytic nonlinearities (which ac-
tually leaves the three possibilities mentioned below), we obtain a full classification
of all possible solutions close to infinity.

Theorem 1.2 (Semilinear energy critical equation). We consider the equation

(1.5) ∆u = κup.

where κ ∈ R, and we assume to be in one of the following situations:

(d, p) ∈ {(3, 5), (4, 3), (6, 2)}.
1) Let u ∈ Ḣ1({|x| ⩾ 1}) be a solution of (1.5) in the weak sense (see Definition
8.1). Then, there exist r0 ⩾ 1 so that u ∈ Z∞

s,r0 and a unique uL ∈ Z∞
s,r0 solution

of ∆uL = 0 on {|x| ⩾ r0} so that

∥u(r·)− uL(r·)∥Z∞
s,r/r0

⩽ Cr−2 −→
r→+∞

0.(1.6)

2) Reciprocally, given u0 ∈ Hs(Sd−1), and uL ∈ Z∞
s as in (1.2), there exists r0 ⩾ 1

and a unique small solution u ∈ Z∞
s,r0 of (1.5) on {|x| ⩾ r0} satisfying (1.6).

To our knowledge, such classification did not appear elsewhere in the literature, for
any elliptic type equation. It gives both a complete rigidity and a fine description
for nonlinear solutions, concerning their behavior at infinity.
In particular, the previous theorem also implies a result of unique continuation at
infinity.

Corollary 1.3. In the situation of the previous Theorem 1.2 1), if u ∈ Ḣ1({|x| ⩾
1}) is a solution of (1.5) so that

∀ℓ ∈ N, rd−2+ℓ ∥Pℓu(r·)∥Hs(Sd−1) → 0 as r → +∞,

then u = 0 on Rd \ B(0, 1). In particular, if u(x) = O(|x|−β) for any β ∈ R, then
u = 0.

The results in this direction we are aware of (see for instance [BK05, Dav14])
would be obtained considering up as V u for some potential V = up−1. They require
exponential decay without distinction between the spherical harmonics.
For power nonlinearities up, p > d

d−2 (p integer), Theorem 1.1 constructs a lot of so-
lutions with prescribed asymptotic linear behavior. We can perform a classification
under further decay assumption.
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Theorem 1.4 (Semilinear equation with decay). Let d ⩾ 3, κ ∈ R and p ∈ N∗

with p > d
d−2 and consider the equation

(1.7) ∆u = κup.

1) Let u ∈ Ḣ1({|x| ⩾ 1}) be a solution of (1.7) in the weak sense (see Definition
8.1) so that for some η > 0 and C > 0, we have

∀|x| > 1, |u(x)| ⩽ C|x|−
2

p−1−η.

Then, there exists r0 ⩾ 1 so that u ∈ Z∞
s,r0 and there exists a unique uL ∈ Z∞

s,r0

solution of ∆uL = 0 on {|x| ⩾ r0} so that

∥u(r·)− uL(r·)∥Z∞
s,r/r0

⩽ Cr−((d−2)p−d) −→
r→+∞

0.(1.8)

2) Reciprocally, given u0 ∈ Hs(Sd−1), and uL ∈ Z∞
s as in (1.2), there exists r0 ⩾ 1

and a unique small solution u ∈ Z∞
s,r0 of (1.7) on {|x| ⩾ r0} satisfying (1.8).

In the defocusing case, the decay can be obtained using results of Véron [V8́1] for
solutions constructed by Benilan-Brézis-Crandall in [BBC75].

Corollary 1.5. Let d ⩾ 3, p ∈ 2N+1 with p > d
d−2 . Let f ∈ L1(Rd) be real valued

with compact support. Due to [BBC75], there exist a unique real valued solution
u ∈ L

d
d−2 ,∞(Rd) with ∆u ∈ L1(Rd) of

∆u = up + f.

Then the conclusion of Theorem 1.4 1) holds for u.

Here Lq,∞(Rd) are the weak-Lq spaces, for 1 < q < +∞, and are called spaces of
Marcinkiewicz Mq(Rd) in the above reference, see [BBC75, Appendix] or [SW71,
Chap V.3].
In particular, in the defocusing case, the assumption of additional decay in Theorem
1.4 is not necessary and can be obtained under reasonable assumptions on the
solution. Yet, this assumption is sometimes necessary with the power 2

p−1 being
optimal. For instance, for a Ḣ1-supercritical nonlinearity p > d+2

d−2 , in the focusing
case κ < 0, it is known that there exist radial positive solutions that behave like
C|x|−

2
p−1 at infinity. These solutions have a slower decay than the solutions we

construct in Z∞
s which decay as the linear solutions, that is C|x|−(d−2). We refer

to [KS07, Theorem 5.2] for a nice summary. We refer also to [BVV91, Theorem 3.3]
for a dichotomy result in the case of positive solutions in the defocusing case and
p ̸= d+2

d−2 , p > 1.
The class of equations covered by our theorems for constructing solutions are quite
general, either for prescribed behavior at infinity (see Theorem 5.4 below) or pre-
scribed Dirichlet value (see Theorem 7.4 below). Yet, the regularity results and
uniqueness of the Dirichlet boundary value problem has to be adapted to each
equation. This is the reason why we only treated some examples for the classifica-
tion; we nonetheless believe that the strategy can be applied in many more cases.
Assuming that we are able to construct solution with prescribed behavior at infinity,
the road map for the classification in Theorem 1.2 and 1.4 goes as follows:

• prove by scaling and regularity arguments that, for a rescaled version of
the solution, the trace on Sd−1 is small in Hs(Sd−1) with s large enough.

• construct a solution in the space Z∞
s with the same Dirichlet data on Sd−1.

By construction, this solution has the correct decay and will “scatter” to a
linear solution.

• prove a uniqueness result for the Dirichlet value problem in some appropri-
ate space containing the original solution and the solution we constructed.
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The full classification as in Theorem 1.2 is not always true, but we believe that
some modifications of the methods we introduce in this paper might lead to similar
results. It would be natural to try to construct, by a modification of the space Z∞

s ,
other sets of nonlinear solutions with different asymptotic behavior.

1.4. Main results on conformal equations in dimension 2. Let (N , h) be an
analytic compact Riemannian manifold of dimension N . Without loss of generality,
we assume that N is actually embedded in RM (for some large integer M) analyti-
cally and isometrically, see [Nas66, GJ71, Jac72]. For Ω ⊂ Rd open subset (d = 2 in
this section, but some definitions will also be used for any d ⩾ 2), we will consider
maps in the space

H1
loc(Ω,N ) :=

{
u ∈ H1

loc(Ω,RM ) : u(x) ∈ N for a.e. x ∈ Ω
}
.

We define similarly the spaces C r(Ω,N ) for r ⩾ 0. We will say that u = (u1, . . . , uM )
is of finite energy on Ω if ∇u, defined in the distributional sense on Ω, is in L2(Ω),
i.e., the following quantity E(u) is finite:

E(u) :=
∫
Ω

|∇u|2dx < +∞, where |∇u|2 =

M∑
i=1

d∑
α=1

|∂αui|2.(1.9)

We refer to the lecture notes [Riv12] for a survey on the subject and appropriate
references. Let ω be an analytic 2-form on N . We denote ω̃ = πN

∗ω the pullback of
ω by πN , the orthogonal projection on N , defined in a small tubular neighborhood
of N . For u ∈ C 2(Ω,N ), we are studying solutions of

∆u = −A(u)(∇u,∇u)−H(u)(∂xu, ∂yu)(Conf-E)

where A is the second fundamental form1 of the embedding N ⊂ RM and for z ∈ N ,
H(z) is the TzN -valued alternating 2-form on TzN defined by

∀U, V,W ∈ TzN , dωz(U, V,W ) = U ·H(z)(V,W )(1.10)

Let (ei)i=1,...,M be the canonical basis of RM . Denote for y ∈ N , Hi
jk(y) =

dω̃y(ei, ej , ek). Note that we have Hi
jk = −Hj

ik. The previous formulations is quite
general and contains the following particular cases:

• Harmonic maps: ∆u = −A(u)(∇u,∇u)
• for d = 2 and N = R3 (or T3), the H-system (surfaces with prescribed

mean curvature) : ∆u = H(u)ux ∧ uy.
It was proved by Rivière [Riv07] that in dimension d = 2, weak solutions are actually
smooth (see also Hélein [Hél91] for the case H = 0, that is, harmonic maps), so we
won’t distinguish between weak and smooth solutions in (Conf-E) in this case. Our
main result on the system (Conf-C) is the following.

Theorem 1.6. 1) Let u ∈ H1
loc(R2 \ B(0, 1),N ) be a finite energy solution of

(Conf-E). Then, there exists r0 ⩾ 1 so that u ∈ Z∞
s,r0 . Moreover, there exists one

unique u∞ ∈ N and uL ∈ Z∞
s,r0 solution of ∆uL = 0 on {|x| ⩾ r0} and with value

in Tu∞N so that∥∥πTu∞N (u(r·)− u∞)− uL(r·)
∥∥
Z∞

s,r/r0

⩽ Cr−2 −→
r→+∞

0,(1.11)

where πTu∞N is the orthogonal projection on Tu∞N (and P0uL = 0).
2) Reciprocally, for any u∞ ∈ N and uL ∈ Z∞

s with value in Tu∞N and solution
of ∆uL = 0 on R2 \ B(0, 1) with P0uL = 0, there exists r0 ⩾ 1 and a unique
small solution u ∈ Z∞

s,r0 ∩C∞(R2 \B(0, r0), N) solution of (Conf-E) on {|x| ⩾ r0}
satisfying (1.11).

1we denote A(u)(∇u,∇u) =
∑d

i=1 A(u)(∂xiu, ∂xiu)
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It turns out that conformal equations as (Conf-E) are critical with respect to the
limit exponents in our general Theorem 5.4. So, we need a refined version, namely
Theorem 5.5, that uses a better behavior of the first iteration of the Picard term.
This improved decay is proved as a consequence of a general "null" condition of the
form

(1.12) ∀ξ ∈ C2,
(
ξ2 = 0 =⇒ f(·, ξ) = 0

)
.

We have not seen this condition elsewhere. Since ξ2 is the symbol of ∆, this seems
like an elliptic version of the celebrated null condition of Klainerman [Kla86] in
the context of hyperbolic equations. Note that the null condition has to be checked
for complex frequencies while the usual null condition for hyperbolic equations
is checked for real ξ. We refer to Section 3.2 for more precisions and equivalent
formulations in dimension 2.

1.5. Main results on Harmonic maps in dimension d ⩾ 3. For u ∈ C 2(Ω,N ),
we will say that u is solution of the harmonic map equation if it satisfies

∆u = −A(u)(∇u,∇u)(HM-E)

where A is the second fundamental form of the embedding of N in RM . This
is exactly the previous equation with H = 0. For u ∈ H1

loc(Ω,N ), the equation
(HM-E) makes sense in the the distributional sense and we will say that it is a
weak solution of the harmonic map when it is the case (see Definition 8.6 for a
more precise statement).

Theorem 1.7. Let d ⩾ 3.
1) Let u ∈ C 2(Rd \ B(0, 1);N ) be a finite energy solution of (HM-E). Then, there
exists u∞ ∈ N and r0 ⩾ 1 so that u−u∞ ∈ Z∞

s,r0 . Moreover, there exists one unique
uL ∈ Z∞

s,r0 solution of ∆uL = 0 on {|x| ⩾ r0} and with value in Tu∞N so that∥∥πTu∞N (u(r·)− u∞)− uL(r·)
∥∥
Z∞

s,r/r0

⩽ Cr−2(d−2) −→
r→+∞

0(1.13) ∥∥∥π⊥
Tu∞N (u(r·)− u∞)

∥∥∥
Z∞

s,r/r0

⩽ Cr−
d−2
2 −→

r→+∞
0

where πTu∞N and π⊥
Tu∞N are the orthogonal projections on Tu∞N and Tu∞N⊥,

respectively.
2) Reciprocally, for any u∞ ∈ N and uL ∈ Z∞

s solution of ∆uL = 0 on Rd \B(0, 1)
and with value in Tu∞N , there exists r0 ⩾ 1 and a unique small 2 solution u ∈ Z∞

s,r0

of (HM-E) on {|x| ⩾ r0} satisfying (1.13).
Additionally, we denote uL,1 the first iterate of the Duhamel formula, that is the
only solution of

∆uL,1 = Γ(uL)(∇uL,∇uL) so that ∥uL,1(r·)∥Z∞
s,r/r0

−→
r→+∞

0,

where Γ are the Cristoffel symbols in coordinates given by πTu∞N . Then, we have
the improved decay∥∥πTu∞N (u(r·)− u∞)− (uL(r·) + uL,1(r·))

∥∥
Z∞

s,r/r0

⩽ Cr−4(d−2).(1.14)

Remark 1.8. The regularity C 2 is not optimal, but some assumption is necessary
to avoid singular solutions that do not enter in our framework, as the ones con-
structed in [Riv95]. More precisely, in the proof, we needed enough regularity to
apply Theorem A.16.
Yet, it could be replaced by other types of assumption implying some smoothness.
We refer to the book [LW08] on the available regularity results.

2See Theorem 5.5 for a precise condition.
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For instance, it is proved in [BG80] (in the case N = SN ) that C 0 solutions are
actually analytic. Also, the theory of Schoen-Uhlenbeck [SU82] proves that small
energy minimizing harmonic maps are smooth, which happens in our context for
R0 large enough.

Remark 1.9. The convergence of the orthogonal component seems very bad with
respect to the tangential part. Yet, since the manifold N can be locally written as
a graph of the tangential part, the orthogonal component is completely computable
(without referring to the PDE) once the tangential expansion is performed. So,
with a Taylor expansion of the graph locally defined by N , it might be possible to
obtain the same precision as the formula for the tangential part.

Remark 1.10. The analysis in [ABLV23] computes an expansion of the (locally
energy minimizing) solution of the Harmonic maps in dimension 3 with target S2
at the order r−4. Theorem 1.7 allows to obtain a similar expansion, see Remark 8.10
for further details.

1.6. Main results on semilinear equations close to a point. We also obtain
some result close to 0.

Theorem 1.11. Let f : R → R be an analytic function with positive radius of
convergence and such that f(0) = 0.
1) For any smooth solution u of ∆u = f(u) on B(0, 1), there exist a solution uL of
∆uL = 0 and g analytic on B(0, r0) for some 0 ⩽ r0 < 1 so that u can be written

u = uL + |x|2g.(1.15)

2) Reciprocally, for any uL bounded solution of ∆uL = 0 on B(0, 1) with uL(0) = 0,
there exist 0 < r0 ⩽ 1 and a unique small analytic solution u of ∆u = f(u) on
B(0, r0) so that (1.15) holds for one g analytic on B(0, r0).
Moreover, the application uL 7→ u is injective.

The decomposition (1.15) is known in the literature as the Fischer decomposition
of the function u (see Section 8.4). This decomposition is already known to hold
for any analytic function, so the first part is not really new. The main part of our
proof is the construction of the nonlinear solution. This result can be seen as a local
solvability result for a semi linear elliptic equations with a prescribed behavior at
a point. It seems that the available results in this context only prescribe the first 2
derivatives at one point, see for instance [Tay97, Section 14.3, Proposition 3.3]. So,
our result constructs much more local solutions, and actually all of them.

In the context of conformal maps in dimension 2, one can adapt in a straightforward
way Theorem 1.6 to derive a statement close to a point in the spirit of Theorem 1.11.
For harmonic maps in dimension at least 3, it seems that a similar result should
hold as well, but one would have to first prove an extra gain (for example due to a
null condition as in (1.12)).

1.7. Acknowledgments. The authors warmly thank Fabrice Bethuel and Didier
Smets for many references and insights on harmonic maps.
RC acknowledges support from the University of Strasbourg Institute for Advanced
Study (USIAS) for a Fellowship within the French national programme “Investment
for the future” (IdEx-Unistra).

2. The linear flow and Duhamel formulation

The starting point of the analysis is the following. If ∆u = 0 then denoting for
(t, y) ∈ R× Sd−1 the conformal change of variable

v(t, y) = e
(d−2)t

2 u(ety),
9



v solves

∂ttv −D2v = 0.(2.1)

This equation is not a well behaved evolution equation but can still be amenable
to an analysis.
To make this more precise, we introduce suitable Ys,t spaces, intimately related to
the Z spaces (after a conformal change of variables) in which the results are stated.

2.1. The Ys,t spaces. For a function u defined of Sd−1, let

∥u∥Ys,t = ∥etDu∥Hs(Sd−1),

or equivalently,

∥u∥2Ys,t
=

+∞∑
ℓ=0

⟨ℓ⟩2se2(ℓ+
d−2
2 )t∥Pℓu∥2L2(Sd−1).

As before, the space Ys,t is defined as the completion of L2
0(Sd−1) for the ∥ · ∥Ys,t

norm. Note that for 0 ⩽ t ⩽ t′, we have the inclusion Ys,t′ ⊂ Ys,t ⊂ Hs together
with ∥u∥Hs ⩽ ∥u∥Ys,t

⩽ ∥u∥Ys,t′
. Given a regularity index s ⩾ 1 and a “time” t ⩾ 0,

we also define the norm Ys,t by

∥(v, v̇)∥Ys,t = sup
τ⩾t

(
∥v(τ)∥Ys,τ + ∥v̇(τ)∥Ys−1,τ

)
.

for (v, v̇) defined on [t,+∞) × Sd−1. The purpose of the second variable v̇ is to
take into account the time derivative ∂tv for a solution, as is usual for second order
evolution equations.
The space Ys,t is defined as the space of functions (v, v̇) defined on [t,+∞)× Sd−1,
so that for all τ ⩾ t, v|[τ,+∞) ∈ C ([τ,+∞), Ys,τ ) and v̇|[τ,+∞) ∈ C ([τ,+∞), Ys−1,τ )
and ∥(v, v̇)∥Ys,t

< +∞. This is in the same spirit as was done for the Zs,t spaces;
we make use that the Ys,t spaces are decreasing in t (for the inclusion ordering).
We will also sometimes need the following translated version for t0 ⩾ 0:

∥(v, v̇)∥Yt0
s,t

= sup
τ⩾t

(
∥v(τ)∥Ys,τ−t0

+ ∥v̇(τ)∥Ys−1,τ−t0

)
,

and we say that (v, v̇) ∈ Yt0
s,t when for all τ ⩾ t, v|[τ,+∞) ∈ C ([τ,+∞), Ys,τ−t0) and

v̇|[τ,+∞) ∈ C ([τ,+∞), Ys−1,τ−t0) and ∥(v, v̇)∥Yt0
s,t
< +∞. We will essentially always

consider these spaces for t ⩾ t0: in which case it is a weaker space that Ys,t. More
precisely, there hold

∀t ⩾ t0 ⩾ 0, ∥v∥Yt
s,t

⩽ ∥v∥Yt0
s,t

⩽ ∥v∥Ys,t
⩽ ∥v∥Ys,t0

.(2.2)

for v = (v, v̇) ∈ Ys,t0 . Note that the inequalities between Y norms imply (given
t ⩾ 0)

sup
τ⩾t

∥v(τ)∥Ys,τ−t0
= sup

t⩽τ

(
sup

t⩽τ ′⩽τ
∥v(τ)∥Ys,τ′−t0

)
= sup

t⩽τ ′

(
sup
τ ′⩽τ

∥v(τ)∥Ys,τ′−t0

)
= sup

τ ′⩾t
∥u∥C ([τ ′,+∞),Ys,τ′−t0

) .

Similar equality holds for v̇ and we easily get that for t ⩾ t0 ⩾ 0, the spaces Yt0
s,t

are Banach spaces as intersection of Banach spaces.

The spaces Ys,t are well suited to linear solutions of the Laplace equation, in con-
formal variables, as it is shown in the next paragraphs. In particular, we have
∥(vL, ∂tvL)∥Ys,t

≈ ∥v0∥Hs(Sd−1) where vL is the decaying linear solution with Dirich-
let data v0 at t = 0 (see Lemma 2.1 for a more precise statement).
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The Z spaces are in fact the Y spaces after conformal transform. More precisely,
for r > 0 and s ∈ R and a function u defined on Sd−1, then

∥u∥Z∞
s,r

= r
d−2
2 ∥u∥Ys,log(r)

and ∥u∥Z0
s,r

= r
d−2
2 ∥u∥Ys,− log(r)

.(2.3)

Similarly, for a function defined on Rd\B(0, r0) or B(0, r0) respectively, if we denote
for (t, y) ∈ R× Sd−1

v∞(t, y) = e
(d−2)t

2 u(ety) close to infinity and

v0(t, y) = e−
(d−2)t

2 u(e−ty) close to zero.

one can relate the Y spaces and the Z spaces:

∥u∥Z∞
s,r

= ∥(v∞, ∂tv∞)∥Ylog(r)

s,log(r)

and ∥u∥Z0
s,r

= ∥(v0, ∂tv0)∥Y− log(r)

s,− log(r)

.(2.4)

Finally, as for Z spaces, we drop the index t when t = 0, for example Ys := Ys,0.
Observe that (2.4) also implies that the space Z∞

s,r0 and Z0
s,r0 are Banach spaces

with their defined norm.

2.2. The linear flow. Consider u, defined on R+ × Sd−1, solution to

∂ttu−D2u = F.

Equivalently, u = (u, ∂tu) solves

∂tu =

(
0 1
D2 0

)
u+

(
0
F

)
(2.5)

Notice that the resolvent operator writes

S(t) := exp

(
0 t
tD2 0

)
=

 cosh(tD)
sinh(tD)

D

D sinh(tD) cosh(tD)


Although S(t) is well defined on (L2

0)
2, the growing modes prevent it from defining

a semi-group on any reasonable space like Hs(Sd−1)×Hs−1(Sd−1). We will however
show that one can construct a wave operator at +∞ in Ys, for well chosen final
data with no growing modes.
We therefore consider a linear solution with no growing modes, that is of the form

(2.6) u0 = (u0,−Du0) for some u0 ∈ Hs(Sd−1),

so that
S(t)u0 = (e−tDu0,−De−tDu0).

Observe that for any non zero v ∈ Hs−1(Sd−1) , ∥S(t)(0, v)∥Ys,t
→ +∞ as t→ +∞

or it is infinite. Hence, given u0 ∈ Hs(Sd−1), S(t)u0 is the only bounded solution
(in Ys,t) of (2.5) with F = 0 and initial data u0 at time 0. If we denote

uL(x) = |x|−
d−2
2 (S(t)u0)(ln |x|, x/|x|), for |x| ⩾ 1,(2.7)

then uL ∈ Z∞
s,1 and solves

∆uL = 0 on Rd \B(0, 1), uL|Sd−1 = u0.

We first measure our solutions in our norms. The following Lemma explains that
Ys,t is the natural space for linear solutions with initial datum in Hs(Sd−1) at t = 0

while Yt0
s,t is adapted when the initial datum is given at t = t0.

11



Lemma 2.1. Let u0 ∈ Hs(Sd−1). Then, for any t0 ⩾ 0, S(·−t0)u0 ∈ Ys,t0 together
with the estimates uniform in t ⩾ t0,

∥u0∥Hs(Sd−1) ⩽ ∥S(· − t0)u0∥Yt0
s,t

⩽
d+ 2

2
∥u0∥Hs(Sd−1),(2.8)

∥S(·)u0∥Yt0
s,t

⩽ C∥e−t0Du0∥Hs(Sd−1) ⩽ Ce−t0
d−2
2 ∥u0∥Hs(Sd−1)(2.9)

If Pℓu0 = 0 for all ℓ < ℓ0, then we have also

∥S(·)u0∥Yt0
s,t

⩽ Ce−(ℓ0+
d−2
2 )t0∥u0∥Hs(Sd−1).(2.10)

We will often use (2.8) with t0 = 0.

Proof. From the definitions,

∥S(· − t0)u0∥Yt0
s,t

= ∥S(·)u0∥Ys,t
= sup

τ⩾t

(
∥e−τDu0∥Ys,τ

+ ∥De−tDu0∥Ys−1,τ

)
= ∥u0∥Hs(Sd−1) + ∥Du0∥Hs−1(Sd−1),

and (2.8) follows as ℓ+ d−2
2 ⩽ d

2 ⟨ℓ⟩ for all ℓ ⩾ 0. For (2.9), we write for t ⩾ t0,

∥S(·)u0∥Yt0
s,t

= sup
τ⩾t

∥e−τDu0∥Ys,τ−t0
+ sup

τ⩾t
∥De−τDu0∥Ys−1,τ−t0

= sup
z⩾t−t0

∥e−(z+t0)Du0∥Ys,z
+ sup

z⩾t−t0

∥De−(z+t0)Du0∥Ys−1,z

⩽ C∥e−t0Du0∥Hs(Sd−1).

For the second inequality, notice that the first eigenvalue of the operator D is d−2
2 .

Finally, for (2.10): if Pℓu0 = 0 for all ℓ < ℓ0, then u0 ∈ Span(ϕℓ,m, ℓ ⩾ ℓ0,m ⩽ Nℓ).
The restriction of D to this space has first eigenvalue ℓ0 + d−2

2 , which gives the
bound. It remains to discuss continuity: for this, fix τ ⩾ t0 and τ1 ⩾ τ . Denote
u(τ ′) = e−(τ ′−t0)Du0 for τ ′ ∈ [τ,+∞). Then

∥u(τ ′)− u(τ1)∥Ys,τ−t0
=
∥∥∥e−(τ ′−t0)Du0 − e−(τ1−t0)Du0

∥∥∥
Ys,τ−t0

=
∥∥∥e−(τ ′−τ)Du0 − e−(τ1−τ)Du0

∥∥∥
Hs

.

This clearly converges to zero as τ ′ → τ1, τ ′ ⩾ τ (for instance by approximating u0
in L2

0). The same holds for the derivative. □

2.3. Bounds on the Duhamel term. Given a function u+ as in (2.6), we would
like to construct nonlinear solutions u to

∂ttu−D2u = F (u), u(t) ≃ S(t)u+ as t→ +∞.

More precisely, on the difference v(t) = u(t)−S(t)u+, we are looking for a solution
to the problem {

∂ttv −D2v = F (v(t) + S(t)u+)

v(t) → 0 as t→ +∞
(F is a given nonlinear functional). The Duhamel formulation between times t ⩽ s
writes, at least formally,

S(t− s)v(s) = v(t) +

∫ s

t

S(t− τ)

(
0

F (v(τ) + S(τ)u+)

)
dτ.

Letting s→ +∞, it is reasonable to assume that the left hand side tends to 0, and
we want to solve

(2.11) v(t) = −
∫ +∞

t

S(t− τ)

(
0

F (v(τ) + S(τ)u+)

)
ds.
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This leads us to consider the map

Φ : F 7→
(
t 7→ −

∫ +∞

t

S(t− τ)

(
0

F (τ)

)
dτ

)
(2.12)

Lemma 2.2. Let s ⩾ 1 and t0 ⩾ 0. Let F ∈ C ([t,+∞), Ys−1,t−t0) for any t ⩾ t0
and assume

if d ⩾ 3 :

∫ +∞

t0

∥F (τ)∥Ys−1,τ−t0
dτ < +∞,

if d = 2 :

∫ +∞

t0

(
∥F (τ)∥Ys−1,τ−t0

+ (τ − t0)∥P0F (τ)∥L2(Sd−1)

)
dτ < +∞.

Then Φ(F ) ∈ Yt0
s,t0 and there hold for t ⩾ t0 ⩾ 0:

if d ⩾ 3 : ∥Φ(F )∥Yt0
s,t

≲
∫ +∞

t

∥F (τ)∥Ys−1,τ−t0
dτ.(2.13)

if d = 2 : ∥Φ(F )∥Yt0
s,t

≲
∫ +∞

t

(
∥F (τ)∥Ys−1,τ−t0

+ (τ − t)∥P0F (τ)∥L2(Sd−1)

)
dτ.

In particular, ∥Φ(F )∥Yt0
s,t

→ 0 as t→ +∞.
Furthermore, v = (v, v̇) = Φ(F ) satisfies the equation

∂ttv −D2v = F, v̇ = ∂tv on (t0,+∞)× Sd−1,

in the sense of distributions.

Proof. Let us start with a few preliminary estimates. Notice that (uniformly) for
ℓ ⩾ 1, m ⩽ Nℓ, t ⩾ 0 and τ ∈ R,∥∥∥∥ sinh (τD)

D
ϕℓ,m

∥∥∥∥
Ys,t

= et(ℓ+
d−2
2 ) ⟨ℓ⟩s

sinh(τ(ℓ+ d−2
2 ))

ℓ+ d−2
2

≲ ⟨ℓ⟩s−1
(
e(t+τ)(ℓ+ d−2

2 ) + e(t−τ)(ℓ+ d−2
2 )
)
.

If d ⩾ 3, this is true also for ℓ = 0, and we infer∥∥∥∥ sinh (τD)

D
f

∥∥∥∥
Ys,t

≲
∥∥∥(e(t+τ)D + e(t−τ)D

)
f
∥∥∥
Hs−1

.

If d = 2, then for ℓ = 0,
∥∥∥∥ sinh (τD)

D
ϕ0,m

∥∥∥∥
Ys,t

= |τ |, and so

∥∥∥∥ sinh (τD)

D
P0f

∥∥∥∥
Ys,t

= |τ |∥P0f∥L2(Sd−1).

Therefore,∥∥∥∥ sinh (τD)

D
f

∥∥∥∥
Ys,t

≲
∥∥∥(e(t+τ)D + e(t−τ)D

)
(Id−P0)f

∥∥∥
Hs−1

+ τ∥P0f∥L2(Sd−1)

≲
∥∥∥(e(t+τ)D + e(t−τ)D

)
f
∥∥∥
Hs−1

+ τ∥P0f∥L2(Sd−1).(2.14)

Similarly, for any d ⩾ 2, ℓ ⩾ 0, t ⩾ 0 and τ ∈ R,

∥cosh (τD)ϕℓ,m∥Ys−1,t
≲ ⟨ℓ⟩s−1

(
e(t+τ)(ℓ+ d−2

2 ) + e(t−τ)(ℓ+ d−2
2 )
)
.

so that

∥cosh (τD) f∥Ys−1,t
≲
∥∥∥(e(t+τ)D + e(t−τ)D

)
f
∥∥∥
Hs−1

.(2.15)
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In the same way, if ϕ, ψ are two real functions such that |ϕ| ⩽ ψ on [0,+∞), then
for any ℓ,m, ∥ϕ(D)ϕℓ,m∥Hs ⩽ ∥ψ(D)ϕℓ,m∥Hs and so

∥ϕ(D)f∥Hs ⩽ ∥ψ(D)f∥Hs .

for any f such that the right hand side is finite.

We can now proceed with the proof of (2.13); we will only do the case d = 2 (for
d ⩾ 3, the proof is similar but simpler). Denote Φ(F ) = (v, v̇), we first estimate v
using (2.14) (exchanging letters):

∥v(τ)∥Ys,τ−t0
=

∥∥∥∥∫ +∞

τ

sinh ((τ − σ)D)

D
F (σ)dσ

∥∥∥∥
Ys,τ−t0

≲
∫ +∞

τ

(∥∥∥e(2τ−t0−σ)DF (σ)
∥∥∥
Hs−1

+
∥∥∥e(σ−t0)DF (σ)

∥∥∥
Hs−1

+ (σ − τ)∥P0F (σ)∥L2

)
dσ

≲
∫ +∞

τ

(
∥F (σ)∥Ys−1,σ−t0

+ (σ − τ)∥P0F (σ)∥L2

)
dσ

where we have used 2τ − σ ⩽ σ when σ ⩾ τ , so that e(2τ−σ−t0)· ⩽ e(σ−t0)· on
[0,+∞). Similar arguments give that v ∈ C ([τ,+∞), Ys,τ−t0) for any τ ⩾ t0.
Using (2.15), we conclude also that v̇ ∈ C ([τ,+∞), Ys−1,τ−t0) for any τ ⩾ t0 and

∥v̇(τ)∥Ys−1,τ−t0
=

∥∥∥∥∫ +∞

τ

cosh ((τ − σ)D)F (σ)dσ

∥∥∥∥
Ys−1,σ−t0

≲
∫ +∞

τ

∥F (σ)∥Ys−1,σ−t0
dσ.

Summing up, we obtain

∥Φ(F )∥Yt0
s,t

≲ sup
τ⩾t

∫ +∞

τ

(
∥F (σ)∥Ys−1,σ−t0

+ (σ − τ)∥P0F (σ)∥L2(Sd−1)

)
dσ

≲ sup
τ⩾t

∫ +∞

t

(
∥F (σ)∥Ys−1,σ−t0

+ (σ − t)∥P0F (σ)∥L2(Sd−1)

)
dσ

=

∫ +∞

t

(
∥F (σ)∥Ys−1,σ−t0

+ (σ − t)∥P0F (σ)∥L2(Sd−1)

)
dσ.

which is (2.13). The convergence to zero is immediate by dominated convergence.
Now observe that

∂tv(t) = −∂t
(∫ +∞

t

sinh ((t− τ)D)

D
F (τ)dτ

)
= −

∫ +∞

t

cosh ((t− τ)D)F (τ)dτ = v̇(t).

To check that v is solution of the equation, let ψ(t, x) = h(t)ϕℓ,m(x) where h ∈
C∞
0 ((t0,+∞)). Denote Ω = (t0,+∞)× Sd−1, we easily check (using integration by

part where needed) that〈
(∂tt −D2)v, ψ

〉
D′(Ω),D′(Ω)

=
〈
v, (∂tt −D2)ψ

〉
D′(Ω),D(Ω)

=

〈
v,

(
h′′(t)−

(
ℓ+

d− 2

2

)2

h(t)

)
ϕℓ,m(x)

〉
D′(Ω),D(Ω)

= −
∫ +∞

t0

(
h′′(t)−

(
ℓ+

d− 2

2

)2

h(t)

)
14



·

(∫ +∞

t

sinh
(
(t− τ)

(
ℓ+ d−2

2

))
(ℓ+ d−2

2 )
⟨F (τ), ϕℓ,m⟩D′(Sd−1),D(Sd−1) dτ

)
dt

=

∫ +∞

t0

h(t) ⟨F (t), ϕℓ,m⟩D′(Sd−1),D′(Sd−1) dτdt = ⟨F,ψ⟩D′(Ω),D(Ω) .

This gives the result by density of linear combinations of such functions. □

For the uniqueness statements, the problem (2.11) and the functional (2.12) are
too demanding. We are led to consider a small variant of it, related to the Dirichlet
boundary condition, and we will obtain similar bound.
The main difference is that we are prescribing some datum at zero and imposing
some decay at +∞. The model example is the ODE, ẍ − x = f and we can check
that for f sufficiently decaying, there is a unique solution exponentially decaying
so that x(0) = 03. We use a similar fact for our operator, which leads to a kind of
modified Duhamel formula. The first guess would be to consider

(v(t), ∂tv) =

∫ t

0

S(t− τ)

(
0

F (τ)

)
dτ

which is well defined and has value (0, 0) at t = 0. Yet, this would be to impose the
Dirichlet and Neumann value and this expression might contain some exponentially
growing modes. So, it is more natural to constrain only the Dirichlet value v(0) = 0.
So, this leads us to consider

u+,F the first component of
∫ +∞

0

S(−τ)
(

0
F (τ)

)
dτ and u+,F = (u+,F ,−Du+,F ),

and the map

ΦD : F 7→ S(t)u+,F −
∫ +∞

t

S(t− τ)

(
0

F (τ)

)
dτ(2.16)

Observe that this expression is not local: the value close to zero of ΦD(F ) is influ-
enced by all the value of F everywhere. This was not the case at infinity: Φ(F ) for
large t only depends on larger times.
The expression giving ΦD(F ) is well defined if u+,F ∈ Hs(Sd−1), and a condition
for this is the purpose of the following lemma.

Lemma 2.3. Let s ⩾ 1. Assuming that the right-hand side in the estimates below
is finite, ΦD(F ) ∈ Ys and there hold:

if d ⩾ 3 : ∥ΦD(F )∥Ys
≲
∫ +∞

0

∥F (τ)∥Ys−1,τ
dτ.(2.17)

if d = 2 : ∥ΦD(F )∥Ys
≲
∫ +∞

0

(
∥F (τ)∥Ys−1,τ

+ τ∥P0F (τ)∥L2(Sd−1)

)
dτ.

Furthermore, v = ΦD(F ) satisfies the equation{
∂ttv −D2v = F, in R∗

+ × Sd−1

v(0) = 0, in Sd−1.

3More precisely, if R(t) =

(
cosh t sinh t
− sinh t − cosh t

)
is the resolvent, and if etf(t) ∈ L1 then

F :=

∫ +∞

0
R(−s)

(
0

f(s)

)
ds is convergent, and the sought for solution is

(x, ẋ) = R(t)(X0 + F )−
∫ +∞

t
R(t− s)

(
0

f(s)

)
ds,

where X0 = (0, x1) is defined by x1 + f0 + f1 = 0 with (f0, f1) = F being the coordinates of F .
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where the first equation is meant in the sense of distributions.
Moreover, u+,F is the unique initial datum in Hs ×Hs−1(Sd−1) so that

∥v − S(·)u+,F ∥Ys,t
→ 0 as t→ +∞.

Proof. (2.14) with t = 0 gives when integrated in τ

∥u+,F ∥Hs(Sd−1) ≲
∫ +∞

0

(∥∥e−τDF (τ)
∥∥
Hs−1 +

∥∥eτDF (τ)∥∥
Hs−1 + τ∥P0F (τ)∥L2

)
dτ

≲
∫ +∞

0

(
∥F (τ)∥Y s−1

τ
+ τ∥P0F (τ)∥L2

)
dτ

Now, due to (2.8) in Lemma 2.1 (with t = t0 = 0), we conclude that (2.17) holds
for the first term S(·)u+,F of ΦD(F ). The second term is Φ(F ), which satisfies
similar estimates as seen in Lemma 2.13. The last statement is direct due to the
convergence ∥Φ(F )∥Ys,t

→ 0 given in Lemma 2.13. The uniqueness is also direct in
view of (2.8). □

3. Some properties of Ys,t and Zs,t spaces

We start by recalling the following result by Sogge for eigenfunctions of the Laplace-
Beltrami operator on a compact manifold, see for instance [Sog93, Corollary 5.1.2].

Lemma 3.1 (Sogge). Let M be a compact Riemannian manifold without boundary
of dimension n. Then, there exists C > 0 so that we have

∥ϕλ∥L∞(M) ⩽ Cλ
n−1
2 ∥ϕλ∥L2(M)

for any ϕλ ∈ L2(M) satisfying −∆gϕλ = λ2ϕλ.

For n = d− 1, this proves in particular that for all ℓ ∈ N, and u ∈ L2(Sd−1), as Pℓu
is an eigenfunction for −∆Sd−1 with eigenvalue ℓ(ℓ+ d− 2):

∥Pℓu∥L∞(Sd−1) ⩽ C ⟨ℓ⟩
d
2−1 ∥Pℓu∥L2(Sd−1).(3.1)

3.1. Product law in the Ys,t spaces. Our goal in this paragraph is to prove the
following result regarding the product of two functions in Ys,t.

Proposition 3.2. Let d ⩾ 2 and s > d
2 + 1

2 . There exists C > 0 so that

∀t ⩾ 0, ∀u, v ∈ Ys,t, ∥uv∥Ys,t
⩽ Ce−

d−2
2 t ∥u∥Ys,t

∥v∥Ys,t
.(3.2)

We will actually prove a slightly more general version of Proposition 3.2. Recall
Pℓ is the projector defined in (1.3). One important property will be the following
result on product of spherical harmonics. Similar statements have been used in the
context of nonlinear Schrödinger equations on Sd (see [BGT05]).

Lemma 3.3. Let ℓ1 and ℓ2 ∈ N and Yℓi be two spherical harmonics of degree ℓi.
The product ϕℓ1ϕℓ2 can be written as a sum of spherical harmonics of degree ℓ with
|ℓ1 − ℓ2| ⩽ ℓ ⩽ ℓ1 + ℓ2. Equivalently, if ℓ < |ℓ1 − ℓ2| or if ℓ > ℓ1 + ℓ2, then

Pℓ(ϕℓ1ϕℓ2) = 0.

Proof. We refer for instance to [GHL04, Lemma 4.50, Section 4.E.3] for the upper
bound on ℓ. For the second part, we assume∫

ω∈Sd−1

ϕℓ1ϕℓ2ϕℓ3dω ̸= 0.

Without loss of generality, we can furthermore assume ℓ2 ⩾ ℓ1. We apply the first
part of the Lemma to ℓ1 and ℓ3 to get ℓ2 ⩽ ℓ1+ℓ3, that is ℓ3 ⩾ ℓ2−ℓ1 = |ℓ2−ℓ1|. □
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Definition 3.4. A sequence β = (βℓ)ℓ∈N such that βℓ > 0 is said to be an easing
sequence with factor κ > 0, if

∀i, j, k ∈ N, k ⩽ i+ j =⇒ βk ⩽ κβiβj .

Given such a sequence, we define the norm for functions defined on Sd−1,

∥v∥2N(s,β) =
∑
ℓ∈N

⟨ℓ⟩2s β2
ℓ ∥Pℓv∥2L2 .

Lemma 3.5. Let β be an easing sequence with factor κ, and s > d
2 +

1
2 . If u, v have

finite N(s, β) norm, then so does uv and there hold

∥uv∥N(s,β) ⩽ Cκ∥u∥N(s,β)∥v∥N(s,β).

for some constant C depending only on s and d (not on β or κ).

Proof. Throughout this proof, the implicit constant in ≲ is allowed to depend on
d and s only. We assume u, v ∈ L2

0 and conclude by density.
Denote ui = Piu and vj = Pjv so that u =

∑
i∈N ui, v =

∑
j∈N vj . Due to Lemma

3.3, we know that Pℓ(uiuj) = 0 unless |j − i| ⩽ ℓ ⩽ i+ j, and so:

Pℓ(uv) =
∑
i,j

Pℓ(uivj) =
∑
i,j

|i−j|⩽ℓ⩽i+j

Pℓ(uivj).

We can split this sum depending on i ⩽ j or j < i, and using that Pℓ is an L2-
orthogonal projection, we bound

∥Pℓ(uv)∥L2 ⩽
∑
i,j

|i−j|⩽ℓ⩽i+j

∥Pℓ(uivj)∥L2 ⩽ Sℓ(u, v) + Sℓ(v, u), where

Sℓ(u, v) =
∑
i,j

i⩽j, |ℓ−j|⩽i

∥uivj∥L2 .

Now, by Lemma 3.1,

∥ui∥L∞(Sd−1) ⩽ C ⟨i⟩
d
2−1 ∥ui∥L2(Sd−1) .

so that if ℓ ⩽ i+ j,

∥uivj∥L2(Sd−1) ⩽ ∥ui∥L∞(Sd−1) ∥vj∥L2(Sd−1)

≲
⟨i⟩

d
2−1

βiβj
βi ∥ui∥L2(Sd−1) βj ∥vj∥L2(Sd−1)

≲ κ
⟨i⟩

d
2−1

βℓ
βi ∥ui∥L2(Sd−1) βj ∥vj∥L2(Sd−1) .

Also observe that if |ℓ− j| ⩽ i ⩽ j, then ℓ ⩽ 2j. Together with the above estimate,
we can bound

Sℓ(u, v) ≲ κβ−1
ℓ

∑
i⩽j

|ℓ−j|⩽i

⟨i⟩
d
2−1−s

(⟨i⟩s βi ∥ui∥L2(Sd−1))βj ∥vj∥L2(Sd−1)

≲ κβ−1
ℓ

∑
j⩾ℓ/2

βj ∥vj∥L2(Sd−1)

∑
i, |ℓ−j|⩽i⩽j

⟨i⟩
d
2−1−s

(⟨i⟩s βi ∥ui∥L2(Sd−1))

≲ κβ−1
ℓ

∑
j⩾ℓ/2

βj ∥vj∥L2(Sd−1)

 ∑
|ℓ−j|⩽i

⟨i⟩d−2−2s

1/2(∑
i

⟨i⟩2s β2
i ∥ui∥

2
L2(Sd−1)

)1/2
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≲ κβ−1
ℓ ∥u∥N(s,β)

∑
j⩾ℓ/2

⟨ℓ− j⟩
d−1
2 −s

βj ∥vj∥L2(Sd−1) .

We used the Cauchy-Schwarz inequality and the fact that d− 2− 2s < −1. When
j ⩾ ℓ/2, ⟨ℓ⟩s ≲ ⟨j⟩s, so that

⟨ℓ⟩s βℓSℓ(u, v) ≲ κ∥u∥N(s,β)

∑
j

⟨ℓ− j⟩
d−1
2 −s

(⟨j⟩s βj ∥vj∥L2(Sd−1)).

We recognize a convolution: as s > d
2 + 1

2 , (⟨j⟩
d−1
2 −s

)j ∈ ℓ1 and

∥(⟨j⟩s βj ∥vj∥L2(Sd−1))j∥ℓ2 = ∥v∥N(s,β),

we get

∥ ⟨ℓ⟩s βℓSℓ(u, v)∥ℓ2 ≲ κ∥u∥N(s,β)∥v∥N(s,β).

The same equality hold when replacing Sℓ(u, v) by ∥Pℓ(u, v)∥L2 , and so

∥uv∥N(s,β) = ∥ ⟨ℓ⟩s βℓ∥Pℓ(uv)∥L2∥ℓ2 ≲ κ∥u∥N(s,β)∥v∥N(s,β). □

Proof of Proposition 3.2. The main observation is the folllowing:

Claim 3.6. Given c, ℓ0 ∈ R and t ⩾ 0, the sequence defined by βℓ = e(c+max(ℓ,ℓ0))t

is easing with factor κ = e−ct.

Proof. Let k ⩽ i + j, then max(k, ℓ0) ⩽ max(i, ℓ0) + max(j, ℓ0): indeed, k ⩽ i + j
so that k ⩽ max(i, ℓ0) + max(j, ℓ0), and obviously, ℓ0 ⩽ max(i, ℓ0) + max(j, ℓ0).
(Equality holds for i, j ⩾ ℓ0)
Hence, βk ⩽ e(c+max(i,ℓ0)+max(j,ℓ0))t ⩽ e−ctβiβj . □

We apply this claim to ℓ0 = 0 and c = d−2
2 , for which ∥ · ∥N(s,β) = ∥ · ∥Ys,t . □

Proposition 3.2 yields that the space Ys,t is a Banach algebra (up to a multiplication
of the norm by a constant). So, we easily get the following corollary.

Corollary 3.7. Let d ⩾ 2 and s > d
2 + 3

2 . Let f be an analytic function of C of
positive radius ρ > 0 with f(0) = 0. Then, there exists ε > 0 and C > 0 so that
for any t0 ⩾ 0 and u function on (t0,+∞) × Sd−1 with ∥(u, ∂tu)∥Yt0

s,t0

⩽ ε, then

(f(u), ∂t(f(u))) ∈ Yt0
s,t0 . Moreover, if f can be written f(z) = zng(z) with n ∈ N∗

and g analytic, then we have additionally, for any t ⩾ t0

∥f(u)∥Ys,t−t0
⩽ Ce−

d−2
2 (n−1)(t−t0) ∥u∥nYs,t−t0

.

Proof. We write g(z) =
∑+∞

i=0 aiz
i with |ai| ≤ Cρ−i (up to changing ρ by a smaller

one). For t ⩾ t0, We have, by definition, ∥u∥Ys,t−t0
⩽ ε for t ⩾ t0. By the algebra

property of Proposition 3.2, we get for t ⩾ t0

∥f(u)∥Ys,t−t0
⩽

+∞∑
i=0

Cn+i−1|ai|e−
d−2
2 (t−t0)(n+i−1) ∥u∥n+i

Ys,t−t0

⩽ Cne−
d−2
2 (t−t0)(n−1) ∥u∥nYs,t−t0

+∞∑
i=0

(Cε/ρ)i.

This is convergent if ε is small enough and gives the last announced result. Writing
∂t(f(u)) = (∂tu)f

′(u), we get similar result and prove the rest of the Corollary. □
18



3.2. The elliptic null condition in dimension 2. Here we focus on the dimen-
sion d = 2. In that case, the rate in the exponential in (3.2) is zero, and there is a
priori no extra decay on non linear terms. However, if u and v are linear solutions
of

∂ttu−D2u = 0

and when the product satisfies a special “null condition”, extra cancellations occur
and one derives improved estimates. This is particularly relevant for critical cases,
as are conformal equations, which we detail in Section 8.2.
We work in radial coordinates: let z = (t, θ) ∈ R×R/2πZ ≈ R× S1 be the running
point: observe that

|∂θ = D.

We will denote ξ = (ξt, ξθ) the coordinates of a vector ξ ∈ C2.

Definition 3.8. Let A be a C-valued bilinear form on C2, which we represent by
a 2× 2 matrix

A =

(
att atθ
aθt aθθ

)
∈ M2(C),

so that for ξ, η ∈ C2, A(ξ, η) = ξ⊤Aη.
We say that A satisfies the elliptic null condition if

∀ξ ∈ C2, (p(ξ) = 0 =⇒ A(ξ, ξ) = 0) ,

where p(ξ) := −(ξ2t + ξ2θ) is the symbol of the Laplace operator, defined on C2.
If A : V → BilR(C2,C), z 7→ A(z) is a map defined on a neigborhood V of 0 ∈ R2,
with values in C-bilinear forms on C2, we say that A satisfies the elliptic null
condition near 0 if for all z ∈ V, A(z) satisfies the elliptic null condition.

Lemma 3.9. Let A ∈ M2(C), we denote A♭ =

(
−1 i
−1 −i

)
A

(
−1 −1
i −i

)
.

We have the equivalence:
(1) A♭ has null diagonal terms.
(2) For all j, k ∈ Z such that jk ⩾ 0, A(ζ(j), ζ(k)) = 0, where we denoted

ζ(k) := (−|k|, ik) ∈ C2.
(3) A satisfies the elliptic null condition.

Proof. Notice that the entries of A♭ are (for i, j ∈ {1, 2})

(A♭)i,j = A(ζ((−1)i−1, ζ((−1)j−1)

By homogeneity, we see that

(3.3) ∀p, q ∈ R, A(ζ(p), ζ(q)) = |p||q|A(ζ(sgn p), ζ(sgn q)),

so that (1) and (2) are equivalent.
Second, (3) implies (1): it suffices to test with ζ(±1), for which we have

p(ζ(±1)) = −1− i2 = 0.

Last, for the converse, we notice that p(ξ) = 0 is equivalent to ξθ = ±iξt. So, in
particular, ξ = (ξt, ξθ) = (ξt,±iξt) = −ξt(−1,∓i) = −ξtζ(∓1) and

A(ξ, ξ) = ξ2tA(ζ(∓1), ζ(∓1)) = 0

by assumption. □

Remark 3.10. Two important examples of matrices satisfying the null conditions

will be the matrices A = I2 and J =

(
0 1
−1 0

)
, corresponding to terms of the

form ∇v · ∇u and ∇⊥v · ∇u = {v, u} = ∂tv∂θu− ∂θv∂tu respectively. We compute
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the corresponding matrices (I2)
♭ =

(
0 2
2 0

)
and J♭ =

(
0 2i

−2i 0

)
that have null

diagonal indeed.

Proposition 3.11. Let s > 3/2, there exists C > 0 so that the following holds.
For u0, v0 ∈ Hs(S1), denote u(t) and v(t) the associated linear solutions to (2.1)
with data (u0,−Du0) and (v0,−Dv0) at t = 0 (with no growing modes); denote also
∇u = (∂tu, ∂θu) and similarly ∇v = (∂tu, ∂θu).
Let t ⩾ 0 and A : S1 → M2(C) such that A(θ) satisfies the elliptic null condition
of Definition 3.8 for all θ ∈ S1.
Then, we have

∥A(·)(∇u(t),∇v(t))∥Ys−1,t
⩽ Ce−2t∥A∥Ys−1,t∥∂θu0∥Hs−1(S1)∥∂θv0∥Hs−1(S1).(3.4)

Proof. Due to the choice of the initial data for u(t), v(t), they can be decomposed:

u(t, θ) =
∑
j∈Z

αje
ijθe−|j|t, v(t, θ) =

∑
k∈Z

βke
ikθe−|k|t.

for some complex coefficients αj , βk. Then

∇u(t, θ) =
∑
j∈Z

αje
ijθe−|j|tζ(j)

and similarly for ∇v, so that

A(∇u,∇v)(t, θ) =
∑
j,k

αjβkA(θ)(ζ(j), ζ(k))e
i(j+k)θe−(|j|+|k|)t.

Denoting R = {(j, k) ∈ Z2 : jk < 0}, condition (2) writes that for all (j, k) ∈ Z2\R,
A(θ)(ζ(j), ζ(k)) = 0, so

A(θ)(∇u(t, θ),∇v(t, θ)) =
∑

(j,k)∈R

αjβk|j||k|A(θ)♭sgn(j),sgn(k)e
i(j+k)θe−(|j|+|k|)t

=
∑

σ∈{±1}2

∑
(j,k)∈Rσ

∑
ℓ∈Z

|j|αj |k|βkaσ,ℓei(j+k+ℓ)θe−(|j|+|k|+|ℓ|)t,

where Rσ = {(j, k) ∈ R : (sgn(j), sgn(k)) = σ} and we decomposed the component
A(θ)♭σ of the matrix A(θ)♭ (introduced in Lemma 3.9, recall (3.3)) in Fourier modes
in θ :

A(θ)♭σ =
∑
ℓ∈Z

aσ,ℓe
iℓθe−|ℓ|t.

The choice of the renormalization factor e−|ℓ|t is consistent with the equality∥∥∥A(·)♭σ∥∥∥2
Ys−1,t

=
∑
ℓ∈Z

⟨ℓ⟩2s−2)|aσ,ℓ|2.(3.5)

Therefore, for m ∈ N∗,

∥Pm(A(·)(∇u(t),∇v(t))∥2L2(S1θ)

⩽
∑

ϵ∈{±}

∣∣∣∣ ∑
σ∈{±1}2

∑
j+k+ℓ=ϵm
(j,k)∈Rσ

|jαj ||kβk||aσ,ℓ|e−(|j|+|k|+|ℓ|)t
∣∣∣∣2.

(and the corresponding equation for m = 0, without the ϵ sum). Now, the key
property that we use is the following statement:

Claim: if (j, k) ∈ R, then |j + k| ⩽ |j|+ |k| − 2.
Let us prove the claim. Let (j, k) ∈ R, then j, k ̸= 0 and have opposite signs. In the
case |k| ⩾ |j| and k > 0, j < 0, we have |j+k| = |k|−|j| = |j|+|k|−2|j| ⩽ |j|+|k|−2.
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The case |k| ⩾ |j| and k < 0, j > 0 gives the same result and the claim is proved
by symmetry.

Now that the claim is proved, we can get back to the proof of the Proposition and
get

∀(j, k) ∈ R, e−(|j|+|k|)t ⩽ e−2te−|j+k|t.

Hence, if j + k + ℓ = ϵm and (j, k) ∈ R, then m ⩽ |ℓ|+ |ϵm− ℓ| = |ℓ|+ |j + k| and

e−(|j|+|k|+|ℓ|)t ⩽ e−2te−mt.

We obtained the bound

∥Pm(A(∇u,∇v)(t, θ))∥L2(S1θ) ⩽ e−2te−mt
∑

σ∈{±1}2

∑
j+k+ℓ=±m

|jαj ||kβk||aσ,ℓ|.

As j + k + ℓ = ϵm,

⟨m⟩s−1
= ⟨j + k + ℓ⟩s−1 ≲ ⟨j⟩s−1

+ ⟨k⟩s−1
+ ⟨ℓ⟩s−1

,

and we get for m ∈ N,

emt ⟨m⟩s−1 ∥Pm(A(∇u,∇v)(t, θ))∥L2(S1θ)

⩽ e−2t

 ∑
σ∈{±1}2

∑
j+k+ℓ=±m

⟨j⟩s−1 |jαj ||kβk||aσ,ℓ|+ symmetric terms

 .

Squaring and summing over m ∈ N, we recognize a trilinear convolution: due to
Young’s inequality, the continuous embedding ℓ2 ∗ ℓ1 ∗ ℓ1 → ℓ2 holds. This gives

∥A(∇u,∇v)(t)∥2Ys−1,t
≲ e−4t

∑
j∈Z

⟨j⟩2s−2 |jαj |2
(∑

k∈Z
|kβk|

)(∑
ℓ∈Z

|aσ,ℓ|

)
+ symmetric terms.

We now recall (3.5) and that

∥∂θu0∥2Hs−1(S1) =
∑
j∈Z

|jαj |2 ⟨j⟩2s−2
, ∥∂θv0∥2Hs−1(S1) =

∑
k∈Z

|kβk|2 ⟨k⟩2s−2
.

By Cauchy-Schwarz inequality, we infer

∑
k∈Z

|kαk| ≲ ∥∂θu0∥Hs−1(S1)

(∑
k∈Z

⟨k⟩2−2s

)1/2

≲ ∥∂θu0∥Hs−1(S1),

because 2− 2s < −1. The same gives∑
k∈Z

|kβk| ≲ ∥∂θv0∥Hs−1(S1) and
∑
ℓ∈Z

|aσ,ℓ| ≲ ∥A♭
σ∥Ys−1,t

.

This allows us to conclude to

∥A(∇u,∇v)(t)∥Ys−1,t
≲ e−2t∥∂θu0∥Hs−1(S1)∥∂θv0∥Hs−1(S1)∥A♭∥Ys−1,t

,

and from there, to (3.4). □
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3.3. Polynomials in Ys,t spaces. Product with monomials appear naturally when
performing the conformal transform. We first recall the following classical Lemma
that will be used several times in the article:

Lemma 3.12 ([GHL04, Lemma 4.50, Section 4.E.3]). Let P̃k denote the space of
homogeneous polynomials of degree k and H̃k the space of harmonic polynomials of
degree k on Rd. Denote Pk and Hk the spaces obtained by restricting these polyno-
mials to Sd−1. Then, we have

P̃k =

⌈k/2⌉⊕
i=0

r2iH̃k−2i and Pk =

⌈k/2⌉⊕
i=0

Hk−2i.

Lemma 3.13. Let s ⩾ 0. Then, there exists C = C(d, s) > 0 so that for any
α ∈ Nd multi index and t ⩾ 0, we have

(3.6) ∥yα∥Ys,t ⩽ Ce(|α|+
d−2
2 )t ⟨α⟩s+1

.

In particular, ∥xα∥Z0
s
⩽ C ⟨α⟩s+2.

Here, we have written yα for the restriction to Sd−1 of the function defined on Rd

by x 7→ xα while we have written xα for the function defined on B(0, 1) ⊂ Rd.
Combining (3.6) and (3.2), we get that for s > d

2 + 1
2 and any α ∈ Nd, u ∈ Ys,t,

(3.7) ∀t ⩾ 0, ∥yαu∥Ys,t
⩽ C ⟨α⟩s+1

e|α|t∥u∥Ys,t
.

Proof. xα =
∏d

i=1 x
αi
i is a homogeneous polynomial, it decomposes into

xα =
∑

j⩽|α|/2

|x|2jh|α|−2j ,

where h|α|−2j is a harmonic polynomial of degree |α| − 2j. When restricted to the
sphere, we get

yα =
∑

j⩽|α|/2

h|α|−2j .

Now h|α|−2j is an eigenfunction of D with eigenvalue |α| − 2j + d−2
2 , so that

etDyα =
∑

j⩽|α|/2

etDh|α|−2j =
∑

j⩽|α|/2

e(|α|−2j+ d−2
2 )th|α|−2j .

Also, the decomposition is orthogonal so that

∥yα∥2Hs(Sd−1) =
∑

j⩽|α|/2

∥h|α|−2j∥2Hs(Sd−1),

and therefore

∥yα∥2Ys,t
= ∥etDyα∥2Hs(Sd−1) =

∑
j

e2(|α|−2j+ d−2
2 )t∥h|α|−2j∥2Hs(Sd−1)

⩽ e2(|α|+
d−2
2 )t

∑
j

∥h|α|−2j∥2Hs(Sd−1) = e2(|α|+
d−2
2 )t∥yα∥2Hs(Sd−1).

To conclude, it suffices to finally notice that

∥yα∥Hs(Sd−1) ≲ ∥yα∥C ⌈s⌉(Sd−1) ⩽ ∥xα∥C ⌈s⌉(BRd (0,1))
=

∑
|β|⩽⌈s⌉

∥∥∂βxα∥∥
L∞(BRd (0,1))

≲ ⟨α⟩⌈s⌉ ≲ ⟨α⟩s+1
.

22



Concerning the second part, since for u(x) = xα, u(ry) = r|α|yα, while for w =
d−2
2 u+ r ∂u∂r , w(ry) = r|α|

(
d−2
2 + |α|

)
yα so we estimate

∥xα∥Z0
s
= sup

0<1⩽1
r

d−2
2 +|α|∥yα∥Ys,− log(r)

+

(
d− 2

2
+ |α|

)
sup

0<1⩽1
r

d−2
2 +|α|∥yα∥Ys,− log(r)

⩽ C ⟨α⟩ sup
0<1⩽1

r
d−2
2 +|α|r−

d−2
2 −|α| ⩽ C ⟨α⟩s+2

. □

3.4. Embeddings in usual spaces. In this section, we first describe the notations
concerning usual spaces and then describe their link to our spaces Z.
In all what follows, Ḣ1(Rd) denotes the completion of C∞

c (Rd) for the norm ∥∇u∥L2(Rd).
For d ⩾ 3, this is isomorphic to the functions u ∈ L2∗ with ∇u ∈ L2 with 2∗ = 2d

d−2

the critical Sobolev exponent for the Sobolev embedding L2∗ ⊂ Ḣ1. We will some-
times use a localized version

∥u∥L2∗ ({|x|⩾1}) ⩽ Cd ∥∇u∥L2(|x|⩾1)(3.8)

valid for any u ∈ Ḣ1({|x| ⩾ 1}). Here, we denoted Ḣ1({|x| ⩾ 1}) the restriction of
such functions to {|x| ⩾ 1}. Ḣ1

0 ({|x| ⩾ 1}) denotes the completion of C∞
c ({|x| > 1})

for the norm ∥∇u∥L2({|x|>1}). This is isomorphic to the functions in Ḣ1({|x| ⩾ 1})
with trace zero on Sd−1. We will avoid the use of Ḣ1 in unbounded domains of
dimension 2 since the definition contains subtleties that are not necessary here.
We have the following embedding of the Z spaces into the usual homogeneous
Sobolev space Ḣs.

Lemma 3.14. 1) Let d ⩾ 3, s ⩾ 1 and u ∈ Z∞
s . Then u ∈ Ḣ1(|x| ⩾ 1). If

furthermore s > (d− 1)/2, then u ∈ Lp(|x| ⩾ 1) for any p > d
d−2 .

2) Let d = 2, s ⩾ 1 and u ∈ Z∞
s such that for some ν > 0,

sup
r⩾1

rν

(
∥u(r·)∥Z∞

s,r
+

∥∥∥∥r ∂u∂r (r·)
∥∥∥∥
Z∞

s−1,r

)
< +∞.

Then, ∇u ∈ L2(|x| ⩾ 1).

Proof. We decompose

u =
∑
ℓ,m

fℓ,m(|x|)ϕℓ,m
(
x

|x|

)
.

As

∇(f(|x|)g(x/|x|)) = f ′(|x|)g
(
x

|x|

)
x

|x|
+
f(|x|)
|x|

∇Sd−1g

(
x

|x|

)
,

we infer, using y · ∇Sd−1g(y) = 0 for any g : Sd−1 → R and y ∈ Sd−1, the orthogo-
nality of (ϕℓ,m)ℓ,m and ∥∇Sd−1ϕℓ,m∥2L2(Sd−1) = ℓ(ℓ+ d− 2),

∥∇u∥2L2(|x|⩾1) = Cd

∑
ℓ,m

∫ +∞

1

(
|f ′ℓ,m(r)|2 + |fℓ,m(r)|2

r2
ℓ(ℓ+ d− 2)

)
rd−1dr

⩽ Cd

∫ +∞

1

∑
ℓ,m

(
|rf ′ℓ,m(r)|2 + ⟨ℓ⟩2|fℓ,m(r)|2

)
rd−3dr.

On the other hand, for r ⩾ 1,

∥u(r·)∥2Z∞
s,r

= rd−2
∑
ℓ,m

|fℓ,m(r)|2⟨ℓ⟩2sr2ℓ+d−2 ⩾ r2d−4
∑
ℓ,m

|fℓ,m(r)|2⟨ℓ⟩2s.
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Similarly, for s ⩾ 1,∥∥∥∥(d− 2

2
u+ r

∂u

∂r
u

)
(r·)
∥∥∥∥2
Z∞

s−1,r

⩾ r2d−4
∑
ℓ,m

∣∣∣∣d− 2

2
fℓ,m(r) + rf ′ℓ,m(r)

∣∣∣∣2 ⟨ℓ⟩2(s−1)

⩾ r2d−4
∑
ℓ,m

∣∣∣∣d− 2

2
fℓ,m(r) + rf ′ℓ,m(r)

∣∣∣∣2 .
Finally notice that

|rf ′ℓ,m(r)|2 ⩽

∣∣∣∣d− 2

2
fℓ,m(r) + rf ′ℓ,m(r)

∣∣∣∣2 + (d− 2

2

)2

|fℓ,m(r)|2.

From these computations, if d ⩾ 3, then

∥∇u∥2L2(|x|⩾1) ≲
∫ +∞

1

(
∥u(r·)∥2Z∞

s,r
+

∥∥∥∥(d− 2

2
u+ r

∂u

∂r
u

)
(r·)
∥∥∥∥2
Z∞

s−1,r

)
rd−3−(2d−4)dr

≲ ∥u∥2Z∞
s

∫ ∞

1

r1−ddr ≲ ∥u∥2Z∞
s
.

Moreover, for 2∗ =
d+ 2

d− 2
and s ⩾ 1 and r ⩾ 1, we have by Sobolev embedding

∥g∥L2∗ (Sd−1) ≲ ∥g∥H1(Sd−1) ≲ r−(d−2) ∥g∥Z∞
s,r

where we have used D ⩾ d−2
2 in the

sense of operators of Hs(Sd−1). In particular,

∥u∥2
∗

L2∗ (|x|⩾1) ≲
∫ +∞

1

rd−1∥u(r·)∥2
∗

L2∗ (Sd−1)dr ≲
∫ +∞

1

rd−1−2∗(d−2)∥u(r·)∥2
∗

Z∞
s,r
dr

≲ ∥u∥2
∗

Z∞
s

∫ ∞

1

r−3dr ≲ ∥u∥2
∗

Z∞
s
,

so that u ∈ Ḣ1(|x| ⩾ 1). If s > (d− 1)/2, we similarly have

∥g∥Lp(Sd−1) ≲ ∥g∥L∞(Sd−1) ≲ ∥g∥Hs(Sd−1) ≲ r−(d−2) ∥g∥Z∞
s,r
,

and the same argument gives for any p > d
d−2 ,

∥u∥pLp(|x|⩾1) ≲
∫ +∞

1

rd−1−p(d−2)∥u(r·)∥pZ∞
s,r
dr ≲p ∥u∥pZ∞

s
.

If d = 2, under the extra assumption we bound similarly

∥u∥2
Ḣ1(|x|⩾1)

≲ sup
r⩾1

r−ν

(
∥u(r·)∥Z∞

s,r
+

∥∥∥∥r ∂u∂r (r·)
∥∥∥∥
Z∞

s−1,r

)∫ +∞

1

r−ν−1dr < +∞.

□

Lemma 3.15. 1) Let u ∈ Z0
s . If s > d

2 − 1
2 , then u ∈ L∞(B(0, 1)). If s > d

2 + 1
2 ,

then u ∈ W 1,∞
loc (B(0, 1) \ {0}) and more precisely, provided the right hand side is

finite, there hold

∥u∥W 1,∞(B(0,1)) ≲ sup
0<r⩽1

(
∥u(r·)∥Z0

s,r
+

1

r

∥∥∥∥r ∂u∂r (r·)
∥∥∥∥
Z0

s−1,r

)
.

2) Let u ∈ Z∞
s . If s > d

2 − 1
2 , then u ∈ L∞(|x| ⩾ 1) with the decay

|u(x)| ≲ |x|−(d−2) ∥u∥Z∞
s
, ∥Pℓ(u(r·))∥L∞(Sd−1) ≲ℓ r

−(d−2−ℓ) ∥u∥Z∞
s
.

If s > d
2 + 1

2 , then u ∈W 1,∞(|x| ⩾ 1) and more precisely, there hold

∥u∥W 1,∞(|x|⩾1) ≲ sup
r⩾1

(
1

rd
∥u(r·)∥Z∞

s,r
+

1

rd−1

∥∥∥∥r ∂u∂r (r·)
∥∥∥∥
Z∞

s−1,r

)
≲ ∥u∥Z∞

s
.(3.9)
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Functions in Z0
s are actually not well defined at 0 as there can be oscillations:

sin(ln |x|) ∈
⋂

s⩾0 Z0
s , but is not continuous at 0. So, the above Lemma should be

understood as the existence of an extension to B(0, r0) with the expected properties.
For Z∞

s , there is actually a 1/rd−1 gain, which we will not really exploit.
To study smoothness issues of function with an emphasis on spherical regularity, it
is convenient to define the following differential operator: for u defined on B(0, R)
or on its complement in Rd

(3.10)

Λu(x) :=
(
∇Sd−1u|x|

)( x

|x|

)
where ur is defined on Sd−1 by ur(y) = u(ry).

In particular, it allows to express

(3.11) ∇u(x) = ∂u

∂r
(x)

x

|x|
+

1

|x|
Λu(x).

Proof. a) First let us observe that if f ∈ Z0
s , then for r ⩽ 1,

(3.12) ∥f∥2Z0
s,r

=

+∞∑
ℓ=0

r−2ℓ⟨ℓ⟩2s∥Pℓf∥2L2(Sd−1)

⩾
+∞∑
ℓ=0

⟨ℓ⟩2s∥Pℓf∥2L2(Sd−1) = ∥f∥2Hs(Sd−1).

Similarly, if g ∈ Z∞
s , then for r ⩾ 1,

(3.13) ∥g∥2Z∞
s,r

=

+∞∑
ℓ=0

rd−2r2ℓ+d−2⟨ℓ⟩2s∥Pℓg∥2L2(Sd−1) ⩾ r2(d−2)∥g∥2Hs(Sd−1).

b) Let s > d
2 − 1

2 and u ∈ Z0
s . The Sobolev embedding L∞(Sd−1) ⊂ Hs(Sd−1)

writes, for some C independent of r > 0,

∥u(r·)∥L∞(Sd−1) ⩽ C∥u(r·)∥Hs(Sd−1).

Hence taking the supremum in r < 1, we get

∥u∥L∞(B(0,1)) = sup
0<r⩽1

∥u(r·)∥L∞(Sd−1) ⩽ C∥u∥Z0
s
.

(We used (3.12) on the last inequality).
d) Let now u ∈ Z∞

s with s > d
2 − 1

2 . As in c),

∥u∥L∞(|x|⩾1) ⩽ sup
r⩾1

rd−2∥u(r·)∥L∞(Sd−1) ⩽ C∥u∥Z∞
s
.

(We used (3.13) on the last inequality). This gives the first part of 2). For the second
part, using (3.1),

r2(ℓ+d−2) ∥Pℓ(u(r·))∥2L∞(Sd−1) ⩽ C ⟨ℓ⟩d−2
r2(ℓ+d−2) ∥Pℓ(u(r·))∥2L2(Sd−1)

⩽ C⟨ℓ⟩d−2−2srd−2
+∞∑
m=0

r2(m+ d−2
2 )⟨m⟩2s∥Pm(u(r·))∥2L2(Sd−1)

⩽ C⟨ℓ⟩d−2−2s∥u(r·)∥2Z∞
s,r

⩽ C⟨ℓ⟩d−2−2s∥u∥2Z∞
s
.

e) Now assume that s > d
2 + 1

2 and let f be defined on Sd−1. We have ∇Sd−1f =

∇Sd−1P⊥
0 f where P⊥

0 = Id − P0 is the projection orthogonal to the constants on
Sd−1. Then, the Sobolev embedding W 1,∞(Sd−1) ⊂ Hs(Sd−1), writes

∥∇Sd−1f∥L∞(Sd−1) ≲
∥∥P⊥

0 f
∥∥
Hs(Sd−1)

≲

(
+∞∑
ℓ=1

⟨ℓ⟩2s∥Pℓf∥2L2(Sd−1)

)1/2

.
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f) Let s ⩾ d
2 + 1

2 and u ∈ Z0
s . We recall (3.11):

∇u(x) = ∂u

∂r

x

|x|
+

1

|x|
Λu(x).

In view of the first equality in (3.12), for 0 < r ⩽ 1

∥u(r·)∥2Z0
s,r

⩾ r−2
+∞∑
ℓ=1

⟨ℓ⟩2s∥Pℓ(u(r·))∥2L2(Sd−1),

and so, using e),

∥Λu∥L∞(rSd−1) = ∥∇Sd−1ur∥L∞(Sd−1) ≲ r∥u(r·)∥Z0
s,r
.

Hence

∥∇u∥L∞(B(0,1)) ⩽ sup
0<r⩽1

(∥∥∥∥∂u∂r
∥∥∥∥
L∞(rSd−1)

+
1

r
∥Λu∥L∞(rSd−1)

)

≲ sup
0<r⩽1

(
∥u(r·)∥Z0

s,r
+

∥∥∥∥∂u∂r (r·)
∥∥∥∥
Z0

s−1,r

)
.

The statement regardingW 1,∞
loc (B(0, 1)\{0}) is similar, working on B(0, 1)\B(0, r0)

for any r0 > 0. This gives 1).
g) Similarly let u ∈ Z∞

s with s ⩾ d
2 + 1

2 . Then for r ⩾ 1,

∥u(r·)∥2Z∞
s,r

=

+∞∑
ℓ=0

rd−2r2ℓ+d−2⟨ℓ⟩2s∥Pℓf∥2L2(Sd−1) ⩾ r2(d−1)
+∞∑
ℓ=1

⟨ℓ⟩2s∥Pℓ(u(r·))∥2L2(Sd−1),

and so from e)

∥Λu∥L∞(rSd−1) = ∥(∇Sd−1u)(r·)∥L∞(Sd−1) ≲ r−d+1∥u(r·)∥Z∞
s,r
.

Hence

∥∇u∥L∞(|x|⩾1) ⩽ sup
r⩾1

(∥∥∥∥∂u∂r
∥∥∥∥
L∞(rSd−1)

+
1

r
∥Λu∥L∞(rSd−1)

)

≲ sup
r⩾1

(
1

rd
∥u(r·)∥Z∞

s,r
+

1

rd−2

∥∥∥∥∂u∂r (r·)
∥∥∥∥
Z∞

s−1,r

)
≲ ∥u∥Z∞

s
. □

Lemma 3.16. Assume d = 2, and define ũ(x) = u

(
x

|x|2

)
. Then ∥ũ∥Z∞

s
= ∥u∥Z0

s
.

Proof. By definition, for r > 0, we have the equality for functions defined on the
sphere Sd−1

ũ(r·) = u(·/r).
Hence, as d− 2 = 0,

∥ũ(r·)∥Z∞
s,r

= ∥u(·/r)∥Z∞
s,r

= ∥rDu(·/r)∥Hs(Sd−1) = ∥u(·/r)∥Z0
s,1/r

.

Similarly, as(
r
∂ũ

∂r

)
(x) = |x|∇ũ(x) · x

|x|
= ∇u

(
x

|x|2

)(
1

|x|2
− 2x · x

|x|4

)
· x

= − 1

|x|2
∇u
(

x

|x|2

)
· x = − 1

|x|
∇u
(

x

|x|2

)
· x/|x|

2

1/|x|
= −

(
r
∂u

∂r

)(
x

|x|2

)
.

As before, we infer that∥∥∥∥(r ∂ũ∂r
)
(r·)
∥∥∥∥
Z∞

s−1,r

=

∥∥∥∥(r ∂u∂r
)
(·/r)

∥∥∥∥
Z∞

s−1,1/r

,
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and the conclusion follows from taking the supremum in r ⩾ 1. □

3.5. Action of some operators. In the case of nonlinearities with derivatives,
we will need to understand the effect of several operators on the spaces Ys,t and
Ys,t. One of the problems will come from the fact that some functions are defined
on the manifold Sd−1 and the gradient is therefore in TSd−1, while we will need to
consider power series.
We will see Sd−1 as embedded in Rd so that we can consider TySd−1 ⊂ Rd for
y ∈ Sd−1. For any i ∈ J1, dK, one natural operator that we will use, is the following
operator, defined for v function on Sd−1,

Div = ei · ∇Sd−1v.(3.14)

where · is the usual scalar product in Rd and (ei)i=1,...,d is the canonical basis of Rd.
Di comes naturally when we want to consider the operator ∂i on Rd, written in polar
coordinates. It turns out that for some nonlinearities that have some structure, we
will need to decompose Di with a “main order term” −yi

(
D− d−2

2

)
. That is why,

or any i ∈ J1, dK, we define the operator

Riv = Div + yi

(
D− d− 2

2

)
v.

Lemma 3.17. Let s ∈ R. There exists Cs,d so that for any u ∈ Ys,t there hold, for
all i ∈ J1, dK,

∀t ⩾ 0, ∥Du∥Ys−1,t
+ e−t ∥Diu∥Ys−1,t

+ et ∥Riu∥Ys−1,t
⩽ Cs,d ∥u∥Ys,t

.(3.15)

Finally, if d = 2 and S1 ≈ R/2πZ is parameterized by θ, then we have

∥∂θu∥Ys−1,t
⩽ Cs ∥u∥Ys,t

.

We emphasize, in (3.15), the loss for Di and the gain for Ri of an exponential factor
et.

Proof. The part about Du is direct from the definitions. Decompose u =
∑

k∈N Pku,
so that

PℓDiu =
∑
k∈N

PℓDiPku.

If k = 0, DiPku = 0. Otherwise, Pku is the restriction to Sd−1 of a homogeneous
harmonic polynomial in Rd of degree k ⩾ 1, say Hk. We have for x in Rd,

∂Hk

∂xi
(x) = ei · ∇Hk =

1

|x|
ei · ΛHk(x) + ei ·

x

|x|
∂Hk

∂r
(x).

When restricted to Sd−1, we get by homogeneity of Hk, for all y ∈ Sd−1,
∂Hk

∂xi
(y) = (DiHk|Sd−1)(y) + kyiHk(y) = (DiPku)(y) + yi

(
D− d− 2

2

)
Pku(y).

Now H̃k−1 := ∂Hk

∂xi
is a harmonic polynomial of degree k − 1, so that its restriction

to Sd−1 is an eigenfunction of ∆Sd−1 . On Sd−1, using the decomposition of u, we
have

Diu(y) = −yi
(
D− d− 2

2

)
u(y)+

∑
k∈N∗

H̃k−1(y) =: −yi
(
D− d− 2

2

)
u(y)+Riu(y).

Hk and H̃k are homogeneous harmonic polynomials of degree k. Multiply the equa-
tion ∆H̃k = 0 by H̃k and integrate by parts on B(0, 1), we get∫

Sd−1

∂νH̃kH̃k =

∫
B(0,1)

|∇H̃k|2.
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Also, by homogeneity, ∂νH̃k = kH̃k. So, we obtain for any k ∈ N∗,

∥H̃k|Sd−1∥2L2(Sd−1) =
1

k
∥∇H̃k∥2L2(B(0,1)).

Since H̃k = ∂Hk+1

∂xi
, by elliptic regularity and uniqueness for the Dirichlet boundary

value problem ∆Hk+1 = 0 on B(0, 1) (see for instance [LM72, Chapter 2, Theorem
8.3]), we have

∥∇H̃k∥2L2(B(0,1)) ⩽ C∥Hk+1∥2H2(B(0,1)) ⩽ C∥Hk+1|Sd−1∥2H3/2(Sd−1))

⩽ C⟨k⟩3∥Hk+1|Sd−1∥2L2(Sd−1)).

Hence, uniformly in k ∈ N,

∥H̃k|Sd−1∥L2(Sd−1) ⩽ C⟨k⟩∥Hk+1|Sd−1∥L2(Sd−1)).

We have PℓH̃k−1 = 0 if ℓ ̸= k − 1 so that, for ℓ ∈ N, PℓRiu = H̃ℓ. Therefore, we
can estimate, uniformly in ℓ ∈ N,

∥PℓRiu∥L2(Sd−1) ⩽ C⟨ℓ⟩∥(Hℓ+1)|Sd−1 ∥L2(Sd−1) = ⟨ℓ⟩∥Pℓ+1u∥L2(Sd−1),

and we can bound

∥Riu∥2Ys−1,t
=

+∞∑
ℓ=0

⟨ℓ⟩2(s−1)e2(ℓ+
d−2
2 )t∥PℓRiu∥2L2(Sd−1)

⩽ C

+∞∑
ℓ=0

⟨ℓ⟩2se2(ℓ+
d−2
2 )t∥Pℓ+1u∥2L2(Sd−1)

⩽ C

+∞∑
ℓ=1

⟨ℓ− 1⟩2se2(ℓ−1+ d−2
2 )t∥Pℓu∥2L2(Sd−1)

⩽ Ce−2t ∥u∥2Ys,t
.

Finally, thanks to (3.7), we get∥∥∥∥yi(D− d− 2

2

)
u

∥∥∥∥
Ys−1,t

⩽ Cet∥u∥Ys,t
.

The last statement in dimension 2 is immediate taking the orthonormal basis
(eikθ)k∈Z and seeing that Pℓ is the orthogonal projection on Span(eiℓθ, e−iℓθ). □

Remark 3.18. It might be instructive to see with one example the effect of the
operator Di and the operator Ri, for instance in dimension 2 where S1 ≈ R/2πZ.
Take u = sin(nθ) with n ∈ N∗. Since (at least for small θ), θ = arctan(y/x) where
the typical variable is (x, y) ∈ S1 ⊂ R2 with (x, y) = (cos(θ), sin(θ)), we have
∇S1u = (−∂xu, ∂yu) = n cos(nθ)(− sin(θ), cos(θ)). In particular,

Dxu = −n cos(nθ) sin(θ) = −n sin(nθ) cos(θ) + n sin((n− 1)θ) = −xDu+Rxu.

Then

∥Rxu∥Ys−1,t
= n(1 + (n− 1)2)(s−1)/2e(n−1)t ≃ e−tnsent ≃ e−t ∥u∥Ys,t

,

as expected. The simplifications coming from some structure of the nonlinearity will
for instance be consequences of identities like x2+y2 = 1, that is cos2(θ)+sin2(θ) =
1. This allows to obtain,from a trigonometric polynomial of order 2, a trigonometric
polynomial of order 0, and so, improves the estimates in the norms Ys,t.
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4. Scattering in conformal variables

4.1. A first general result. Let g be the nonlinearity after performing the con-
formal transform, that is

f(u(x),∇u(x)) = g(t, y, v(t, y), ∂tv(t, y),∇yv(t, y)),

where et = |x| and y =
x

|x|
∈ Sd−1.

We state our result for system of equations on the unknowns v = (v1, . . . , vN ), for
ulterior purposes, in particular when studying harmonic maps. However to present
the proofs, we try to limit notational inconvenience and we will assume N = 1; the
scalar case contains already the essence of the result. We separate the time variable
t (corresponding to the radial variable) because we will exploit the fact that it is
better behaved.
So, we are interested in solving the system on v = (v1, . . . , vN ), given by

(4.1) ∂ttv −D2v = g(t, y, v, ∂tv,∇yv)

where D acts component by component, that is,

∀i ∈ J1, NK, ∂ttvi −D2vi = gi(t, y, v, ∂tv,∇yv),

for a smooth function g = (g1, . . . , gN ) where t ∈ R, v ∈ RN , ∂tv = (∂tv1, . . . , ∂tvN ),
∇yv = ∇Sd−1v = (∇yv1, . . . ,∇yvN ) and for i ∈ J1, NK, ∂tvi ∈ R and (y,∇yvi) ∈
TSd−1.
As f will be analytic (see Section 2), we assume that for i ∈ J1, NK, the functions
gi are, in variable (t, y, v, w, z), of the form of a series indexed by the parameters
α ∈ Nd, β, γ ∈ NN , δ ∈ MN,d(N):

gi(t, y, v, w, z) =
∑

α,β,γ,δ

bi,α,β,γ,δ(t)y
αvβwγzδ.(4.2)

In the above sum, we use the standard convention for multi-index powers of a
vector:

vβ =

N∏
i=1

vβi

i , wγ =

N∏
i=1

wγi

i , zδ =

N∏
i=1

d∏
j=1

z
δij
ij .

The w and z variable of gi are meant for the derivatives of v: wi will have the place
of ∂tvi and zij that of Djvi so that (zij)1⩽j⩽d describes ∇yvi ∈ TySd−1 ⊂ Rd (recall
the definition of Di in (3.14)).
In the various sums below, we use latin letters for index for which the sum is on
finite sets and greek letters where the sum might be infinite.
For technical purpose, we will assume that each bi,α,β,γ,δ can be written

bi,α,β,γ,δ(t) =
∑
ι∈N

bi,ϑ(t),

where, to simplify notations, we gather the parameters into one index

ϑ := (α, β, γ, δ, ι) ∈ Θ := Nd × NN × NN × MN,d(R)× N,

and for any ϑ ∈ Θ, there exists Bϑ ⩾ 0 and κϑ ∈ R so that we have

∀i ∈ J1, NK, ∀t ⩾ 0, |bi,ϑ(t)| ⩽ Bϑe
−κϑt.(4.3)

This assumption will naturally fit f being analytic, as it will be clear from paragraph
5. In many cases, it will be enough to consider that only the terms with ι = 0 are
not zero; we will drop the index ι in this case. We will use the same convention if
we have always α = 0.
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We denote

(4.4) νϑ = κϑ − |α|+ (|β|+ |γ| − 1)
d− 2

2
+ |δ|d− 4

2
.

(see Remark 4.1 for explanations) and define the series

h(σ, ρ, ς) :=
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)σ|β|+|γ|+|δ|−1ρνϑςκϑ ,(4.5)

h1(σ) := h(σ, 1, 1) =
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)σ|β|+|γ|+|δ|−1.

We can assume without loss of generality (due to the (|β|+ |γ|+ |δ|) factor) that

Bϑ ̸= 0 =⇒ |β|+ |γ|+ |δ| ⩾ 1,(4.6)

and we will always assume that for sufficiently small σ, the series defining h1 is
convergent.
Denote

(4.7) ν0 = inf{νϑ : ϑ ∈ Θ, Bϑ ̸= 0}.

We will always assume

(4.8) ν0 ⩾ 0.

Remark 4.1. The definition of the exponent νϑ in (4.4) might seem a bit mysterious
at first, but it just reflects the exponential decay given by any term bϑ(t)y

αvβwγzδ

which corresponds (in the scalar case) to bϑ(t)yαv(t)β(∂tv)γ(Div)
δi .

• κϑ is the exponential decay of the constant (in y) bϑ.
• |α| comes from the loss described by (3.7) in Lemma 3.13.
• |δ| comes from the loss of et for the action of Di due to (3.15) in Lemma

3.17.
• We have a multiplication of |β|+ |γ|+ |δ| functions in Ys−1,t, so, it creates

an exponential gain of factor (|β|+ |γ|+ |δ| − 1)d−2
2 due to (3.2) in Lemma

3.2.
Adding all the above yield the rate νϑ in (4.4). These exponents will be crucial in
Lemma 4.6 below.

The purpose of the following two results is to construct solutions of (4.1) defined
for large times and with a prescribed linear behavior

vL(t) := S(t)(v0,−Dv0) = (S(t)(vi,0,−Dvi,0))1⩽i⩽N ,

as t→ +∞ (which is non growing in the Ys,t norms), where v0 = (v1,0, . . . , v1,N ) is
given. The idea is to perform a fixed point argument in v = (v, v̇) ∈ Ys,t (that is,
each component of v lies in Ys,t) on the map

Ψ : v 7→ Φ(g(t, y, ṽ, ˙̃v,∇y ṽ)), with ṽ := v + vL(4.9)

where the map Φ is defined on (2.12) and acts component by component.
Here is our first result.

Theorem 4.2 (Conformal variables). Let s > d
2 +

3
2 . We assume a stronger version

of (4.8), namely that ν0 > 0. Then, there exists C > 0 and η > 0 so that the
following holds. Let

v0 = (vi,0)1⩽i⩽N ∈ Hs(Sd−1), vL := S(·)(v0,−Dv0),

and t0 ⩾ t1 ⩾ 0 such that

h(C∥vL∥Yt1
s,t0

, e−(t0−t1), e−t1) ⩽ η.(4.10)
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Then there exists a unique (with v − vL small) solution v = (v1, . . . ,vN ) ∈ Yt1
s,t0

(defined for times t ⩾ t0) to the integral formulation of the system (4.1), with final
condition

∥v − vL∥Ys,t ≲ e−ν0t → 0 as t→ +∞.(4.11)

We emphasize that (4.10) assumes implicitly that the quantity

h(C∥vL∥Yt1
s,t0

, e−(t0−t1), e−t1)

is finite, which is not always the case. To discuss this, given A, ε,D ∈ R, we consider
the following property on h:

∀ϑ ∈ Θ with Bϑ ̸= 0, κϑ ⩾ (−A+ ε)(|β|+ |γ|+ |δ| − 1)−D.(4.12)

This is convenient because it allows to relate h and h1, and in particular ensure
convergence of the former.

Claim 4.3. Assume that h satisfies (4.12) with A, ε ⩾ 0 and D ∈ R. Then there
holds

∀σ ⩾ 0, ∀ρ, λ ∈ (0, 1], h(λAσ, ρ, λ) ⩽ λ−Dρν0h1(λ
εσ).

Proof. We have

h(λAσ, ρ, λ) ⩽
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)σ|β|+|γ|+|δ|−1ρνϑλmϑ

where

mϑ := κϑ +A (|β|+ |γ|+ |δ| − 1) ⩾ ε (|β|+ |γ|+ |δ| − 1)−D.

(We used the assumption (4.12) for the inequality). Now, νϑ ⩾ ν0 and as 0 ⩽ ρ, λ ⩽
1, we infer

h(λAσ, ρ, λ) ⩽
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)(λεσ)|β|+|γ|+|δ|−1ρν0λ−D

⩽ λ−Dρν0h1(λ
εσ). □

We are now in a position to give some conditions under which Theorem 4.2 applies
(proven after its proof).

Lemma 4.4. Under the reinforced condition ν0 > 0, the assumption (4.10) holds
if one of the following assumptions is satisfied

(1) h1(0) = 0 and we have t0 = t1 = 0 and ∥v0∥Hs(Sd−1) is small enough.
(2) t1 = 0 and t0 is large enough (depending on v0), and there exist ε > 0 and

D ∈ R and so that, for all ϑ ∈ Θ such that Bϑ ̸= 0,

νϑ ⩾ ε(|β|+ |γ|+ |δ| − 1)−D.(4.13)

(3) there exists ℓ0 ∈ N such that Pℓv0 = 0 for all ℓ < ℓ0, and h satisfies (4.12)
with A = ℓ0 +

d−2
2 , ε > 0 and D ∈ R; and t0 and t0 − t1 are large enough

(depending on v0).

Remark 4.5. Assumptions (4.13) and (4.12) (for any η) are obvious if Bϑ ̸= 0
only for a finite number of ϑ: this corresponds to a polynomial nonlinearity in the
original variable. They are mainly made to ensure the convergence of the series.
The condition 3) is actually used only for ℓ0 = 0 or 1.

The proof of Theorem 4.2 follows from the following technical but crucial estimates.
As mentioned above, we will assume for the purpose of the proofs that we are in
the scalar case N = 1.
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Lemma 4.6. Let s > d
2 + 3

2 . There exists a universal constant C > 0 so that for
every t ⩾ t1 ⩾ 0, v, w ∈ Yt1

s,t, and denoting

M(t) = max
(
∥v∥Yt1

s,t
, ∥w∥Yt1

s,t
, ∥vL∥Yt1

s,t

)
,(4.14)

then we have

∥Ψ(v)−Ψ(w)∥Yt1
s,t

≲
∑
ϑ∈Θ

e−κϑt1Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)(CM(t))|β|+|γ|+|δ|−1

×
∫ +∞

t

∥v −w∥Yt1
s,τ

(1 + τ − t)e−νϑ(τ−t1)dτ.

Similarly,

∥Ψ(v)∥Yt1
s,t

≲
∑
ϑ∈Θ

e−κϑt1Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)(CM(t))|β|+|γ|+|δ|−1

×
∫ +∞

t

(∥v∥Yt1
s,τ

+ ∥vL∥Yt1
s,τ

)(1 + τ − t)e−νϑ(τ−t1)dτ.

Proof. We do the difference estimate only, as the other one follows in a similar
fashion. First, note that due to (3.14),

(∇yv(τ))i,j = ej · ∇yvi(τ) = Djvi(τ).

From Proposition 3.2 and Lemma 3.17, as s− 1 > d
2 + 1

2 , for any β, γ ∈ N, δ ∈ Nd

(recall we do the proof for N = 1), and time τ ⩾ t ⩾ t1, denoting

ṽ = v + vL, w̃ = w + vL,

there hold

∥ṽ(τ)β ˙̃v(τ)γ(∇y ṽ(τ))
δ − w̃(τ)β ˙̃w(τ)γ(∇yw̃(τ))

δ∥Ys−1,τ−t1

≲ (|β|+ |γ|+ |δ|)C |β|+|γ|+|δ|−1
0 e−((|β|+|γ|+|δ|−1) d−2

2 −|δ|)(τ−t1)

× (∥v∥Yt1
s,τ

+ ∥w∥Yt1
s,τ

+ ∥vL∥Yt1
s,τ

)|β|+|γ|+|δ|−1∥v −w∥Yt1
s,τ

≲ (|β|+ |γ|+ |δ|)(CM(t))|β|+|γ|+|δ|−1e−((|β|+|γ|−1) d−2
2 +|δ| d−4

2 )(τ−t1)∥v −w∥Yt1
s,τ
.

(4.15)

(We denoted C0 the maximum of the constants appearing in estimates (3.15) and
(3.2), and one can pick C = 3C0. We also used ∥v∥Yt1

s,τ
⩽ M(t) for τ ⩾ t and the

same for v and vL.)
Assume first d ⩾ 3. Using the above inequality together with the Duhamel bound
(2.13), the product law (3.7) and the decay (4.3), we get

∥Ψ(v)−Ψ(w)∥Yt1
s,t

⩽
∑
ϑ∈Θ

∫ ∞

t

|bϑ(τ)|∥yα
(
ṽ(τ)β ˙̃v(τ)γ(∇y ṽ(τ))

δ

−w̃(τ)β ˙̃w(τ)γ(∇yw̃(τ))
δ
)
∥Ys−1,τ−t1

dτ

≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)(CM(t))|β|+|γ|+|δ|−1

×
∫ +∞

t

e−κϑτe|α|(τ−t1)e−((|β|+|γ|−1) d−2
2 +|δ| d−4

2 )(τ−t1)∥v −w∥Yt1
s,τ
dτ
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≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
e−κϑt1(|β|+ |γ|+ |δ|)(CM(t))|β|+|γ|+|δ|−1

×
∫ +∞

t

e−νϑ(τ−t1)∥v −w∥Yt1
s,τ
dτ.

(In the last inequality, we have used e−κϑτ = e−κϑt1e−κϑ(τ−t1) and the definition
(4.4) of νϑ.) This gives the expected estimates in this case.
If d = 2, we rely on estimate (2.13). So, we need to bound the term with P0, which
we can estimate as before (because s− 1 > 1 = d/2): for any τ ⩾ t1,

∥P0v∥L2(S1) ⩽ ∥P0v∥Hs−1(S1) ⩽ ∥v∥Ys−1,τ−t1
,

and so ∫ +∞

t

(τ − t)∥P0F (τ)∥L2(S1)dτ ≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
e−κϑt1(|β|+ |γ|+ |δ|)

× (CM(t))|β|+|γ|+|δ|−1∫ +∞

t

(τ − t)e−νϑ(τ−t1)∥v −w∥Yt1
s,τ
dτ.□

Proof of Theorem 4.2. We consider

Y =
{
w ∈ Yt1

s,t0 : ∥w∥Yt1
s,t0

⩽ ∥vL∥Yt1
s,t0

}
.

Observe that for t ⩾ t1, and ν ⩾ ν0 > 0,∫ +∞

t

(1 + τ − t)e−ν(τ−t1)dτ = e−ν(t−t1)

∫ +∞

t

(1 + τ − t)e−ν(τ−t)dτ

⩽ Cν0e
−ν(t−t1).(4.16)

Let v,w ∈ Y and t ⩾ t0. We have ∥v∥Yt1
s,t

⩽ ∥v∥Yt1
s,t0

⩽ ∥vL∥Yt1
s,t0

and similarly
∥v∥Yt1

s,t
⩽ ∥vL∥Yt1

s,t0

. In particular,

M(t) ⩽ ∥vL∥Yt1
s,t0

,

where M(t) was defined in (4.14). Hence, using Lemma 4.6, we get for v,w ∈ Y
and t ⩾ t0 ⩾ t1 ⩾ 0,

∥Ψ(v)−Ψ(w)∥Yt1
s,t

(4.17)

≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
e−κϑt1(|β|+ |γ|+ |δ|)(C∥vL∥Yt1

s,t0

)|β|+|γ|+|δ|−1

×
∫ +∞

t

∥v −w∥Yt1
s,τ

(1 + τ − t)e−νϑ(τ−t1)dτ

≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
e−κϑt1(|β|+ |γ|+ |δ|)(C∥vL∥Yt1

s,t0

)|β|+|γ|+|δ|−1

× ∥v −w∥Yt1
s,t
e−νϑ(t−t1)

≲ h(C∥vL∥t1Ys,t0
, e−(t−t1), e−t1)∥v −w∥Yt1

s,t
.

And similarly, there holds

∥Ψ(v)∥Yt1
s,t

≲ h(C∥vL∥Yt1
s,t0

, e−(t−t1), e−t1)(∥v∥Yt1
s,t

+ ∥vL∥Yt1
s,t
).(4.18)

Denote C1 the maximum of the implicit constants appearing in (4.17) and (4.18),
and choose η = 1/(2C1). The above computations, applied with t = t0, prove
that Ψ maps the closed Y into itself and is contracting in the Banach space Yt1

s,t0 .
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Therefore, Ψ admits a unique fixed point r = (r, ṙ) in Y . Then from definition (4.9)
and Lemma 2.2, we have ṙ = ∂tr and

∂ttr −D2r = Φ(g(t, y, r + vL, ∂t(r + vL),∇y(r + vL))).

In particular, vL+r is the desired solution. For (4.11), we combine (4.18) with the
bound h(σ, ρ1ρ2, ς) ⩽ ρν0

1 h(σ, ρ2, ς) for ρ1 ⩽ 1 and ς > 0, so that

h(C∥vL∥Ys,t
, e−(t−t1), e−t1) ⩽ h(C∥vL∥Ys,t0

, e−(t0−t1), e−t1)e−ν0(t−t0)

⩽ ηe−ν0(t−t0).

Finally, the uniqueness of solutions with v − vL small in Yt1
s,t0 is a consequence of

the uniqueness of the fixed point. □

Proof of Lemma 4.4. For (1), recall that from Lemma 2.1, ∥vL∥Ys
≲ ∥v0∥Hs(Sd−1)

is small, and actually can be made smaller that the radius of convergence of h1; as
h1 → 0 at 0, h(C∥vL∥Ys , 1, 1) = h1(C∥vL∥Ys) can be made small.
For (2), we observe that the hypothesis together with ν0 > 0 implies that there
exist η > 0 such that

νϑ ⩾ 2η(|β|+ |γ|+ |δ| − 1) +
ν0
2
.

For example, η = 1
4

εν0

|D|+ν0
fits using

(|D|+ ν0)νϑ ⩾ |D|ν0 + ν0ε(|β|+ |γ|+ |δ| − 1)− ν0D ⩾ ν0ε(|β|+ |γ|+ |δ| − 1).

Then we decompose

νϑ ⩾
νϑ
2

+
ν0
4

+
νϑ
4

⩾ η(|β|+ |γ|+ |δ| − 1) +
ν0
2

+
νϑ
4
,

which leads to

h(σ, e−t0 , 1) ⩽
∑
ϑ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)

× e−ν0t0/2(σe−ηt0)|β|+|γ|+|δ|−1e−νϑt0/4

⩽ e−ν0t0/2h(σe−ηt0 , e−t0/4, 1).

Since by Lemma 2.1, we have ∥vL∥Y0
s,t0

⩽ C∥v0∥Hs(Sd−1) uniformly on t0 ⩾ 0,
applying the previous estimate with σ = C∥vL∥Y0

s,t0
gives h(C∥vL∥Y0

s,t0
, e−t0 , 1) ⩽

e−ν0t0/2h(C∥v0∥Hs(Sd−1)e
−ηt0 , e−t0/4, 1). As h(·, ·, 1) is defined and bounded on a

neighbourhood of (0, 0), this last expression is finite and arbitrary small for large
t0.
For (3), recall the estimate (2.10) of Lemma 2.1, which is uniform for t0 ⩾ t1 ⩾ 0:

∥vL∥Yt1
s,t0

⩽ Ce−(ℓ0+
d−2
2 )t1∥v0∥Hs(Sd−1).

Since h1 has a positive radius of convergence, we can fix t1 ⩾ 0 large enough so
that h1(e−εt1∥v0∥Hs(Sd−1)) is finite.
Using Claim 4.3, for t1 as above and any t0 ⩾ t1, and as all coefficients are positive,
there hold

h(C∥vL∥Yt1
s,t0

, e−(t0−t1), e−t1) ⩽ h(Ce−(ℓ0+
d−2
2 )t1∥vL∥Yt1

s,t0

, e−(t0−t1), e−t1)

⩽ eDt1e−ν0(t0−t1)h1(Ce
−εt1∥v0∥Hs(Sd−1)).

In the current case, ν0 > 0: hence it suffice to choose t0 − t1 so large that the
e−ν0(t0−t1) factor absorbs the eDt1 factor and make the right-hand side small. □
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There are some limit situations where the assumptions of the previous theorem are
not fulfilled, but we can still build a solution. This is the case for example if the first
iterate of the Duhamel formula (that is Ψ(0)) is better than expected and decays
in time: a convenient space is given by the norm

∥v∥X t1
ν,t0

= sup
t⩾t0

eν(t−t1)∥v∥Yt1
s,t
,(4.19)

given ν > 0 and t0 ⩾ t1 ⩾ 0. We also simply denote X t0
ν,t0 = Xν,t0 . X

t1
ν,t0 defines also

a Banach space (as we done for the other space times spaces like Z∞
s etc.). Here is

our result.

Theorem 4.7 (Conformal variables 2). Let s > d
2 + 3

2 and ν > 0. Then, there
exists C > 0 and η > 0 so that the following holds.
Let v0 = (vi,0)1⩽i⩽N ∈ Hs(Sd−1) and vL := S(·)(v0,−Dv0). Recall that we assumed
(4.8); also assume that for t0 ⩾ 0,

(4.20) Ψ(0) ∈ Xν,t0 .

(Ψ is defined in (4.9); ν may depend on v0). We finally assume t0 ⩾ t1 ⩾ 0 are
such that

h(CN, e−(t0−t1), e−t1) ⩽ η, where(4.21)

N := max
(
e−ν(t0−t1)∥Ψ(0)∥X t1

ν,t0

, ∥vL∥Yt1
s,t0

)
.

Then, there exists a solution v ∈ Yt1
s,t0 (defined for times t ⩾ t0) to the integral

formulation of the system (4.1), with final condition

∥v − vL∥Yt1
s,t

≲ e−νt → 0 as t→ +∞.(4.22)

Furthermore, one has the more precise convergence

∥v − vL −Ψ(0)∥Yt1
s,t

≲ e−(ν+ν0)t.(4.23)

Uniqueness holds for v − vL −Ψ(0) small in X t1
ν,t0 .

As before, (4.21) assumes implicitly that the quantity h(CN, e−(t0−t1), e−t1) has a
finite value. For instance, it happens in the following situations.

Lemma 4.8. Here, we assume h1(0) = 0 and ν0 ⩾ 0. The assumption (4.21) is
satisfied for instance if either

(1) ∥v0∥Hs(Sd−1) and ∥Ψ(0)∥Xν,0
are small enough, and t0 = t1 = 0.

(2) Ψ(0) ∈ Xν,0, and there exists ℓ0 ∈ N such that Pℓv0 = 0 for ℓ < ℓ0 ∈ N and
h satisfies (4.12) with A = ℓ0 +

d−2
2 , ε > 0 and D = 0; and t1 and t0 − t1

are large enough (depending on v0).

Proof. Let t0 ⩾ t1 ⩾ 0 as in the assumption. The idea is to perform a fixed point
argument on the map Ψ̃ defined by

Ψ̃(v) = Ψ(Ψ(0) + v)−Ψ(0),(4.24)

in a ball of X t1
ν,t0 . We apply Lemma 4.6, and we get, for t ⩾ t0 and denoting

M(t) = max
(
∥v +Ψ(0)∥Yt1

s,t
, ∥vL∥Yt1

s,t

)
:

∥Ψ̃(v)∥Yt1
s,t

= ∥Ψ(Ψ(0) + v)−Ψ(0)∥Yt1
s,t

≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
e−κϑt1(|β|+ |γ|+ |δ|)(CM(t))|β|+|γ|+|δ|−1

×
∫ +∞

t

∥Ψ(0) + v∥Yt1
s,τ

(1 + τ − t)e−νϑ(τ−t1)dτ
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≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
e−κϑt1(|β|+ |γ|+ |δ|)(CM(t))|β|+|γ|+|δ|−1

× ∥Ψ(0) + v∥X t1
ν,t

∫ +∞

t

(1 + τ − t)e−(νϑ+ν)(τ−t1)dτ

≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
e−κϑt1(|β|+ |γ|+ |δ|)(CM(t))|β|+|γ|+|δ|−1

× ∥Ψ(0) + v∥X t1
ν,t
e−(νϑ+ν)(t−t1).

We use used (4.16), with an implicit constant dependent on ν > 0. This yields,
when applied to t = t0,

∥Ψ̃(v)∥X t1
ν,t0

≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)e−κϑt1e−νϑ(t0−t1)(CM(t0))

|β|+|γ|+|δ|−1

×
(
∥v∥X t1

ν,t0

+ ∥Ψ(0)∥X t1
ν,t0

)
≲ h(CM(t0), e

−(t0−t1), e−t1)
(
∥v∥X t1

ν,t0

+ ∥Ψ(0)∥X t1
ν,t0

)
.

This useful for the fixed point argument. For the more precise convergence, we go
back to the next to last bound, and derive the sharper bound (recall νϑ ⩾ ν0), for
all t ⩾ t0,

∥Ψ̃(v)∥X t1
ν+ν0,t

≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)e−κϑt1(CM(t))|β|+|γ|+|δ|−1

×
(
∥v∥X t1

ν,t
+ ∥Ψ(0)∥X t1

ν,t

)
≲ h(CM(t), 1, e−t1)

(
∥v∥X t1

ν,t0

+ ∥Ψ(0)∥X t1
ν,t0

)
.(4.25)

We now turn to the difference estimate: using again Lemma 4.6 and denoting

N(t) = max
(
∥Ψ(0) + v∥Yt1

s,t
, ∥Ψ(0) +w∥Yt1

s,t
, ∥vL∥Yt1

s,t

)
there hold:

∥Ψ̃(v)− Ψ̃(w)∥Yt1
s,t

= ∥Ψ(Ψ(0) + v)−Ψ(Ψ(0) +w)∥Yt1
s,t

≲
∑
ϑ∈Θ

Bϑ ⟨α⟩s+1
e−κϑt1(|β|+ |γ|+ |δ|)(CN(t))|β|+|γ|+|δ|−1

×
∫ +∞

t

∥v −w∥Yt1
s,τ

(1 + τ − t)e−νϑ(τ−t1)dτ.

As before, we infer

∥Ψ̃(v)− Ψ̃(w)∥X t1
ν,t0

≲ h(CN(t0), e
−(t0−t1), e−t1)∥v −w∥X t1

ν,t0

.

Consider

Y =
{
w ∈ X t1

ν,t0 : ∥w∥X t1
ν,t0

⩽ max(∥Ψ(0)∥X t1
ν,t0

, ∥vL∥Yt1
s,t0

)
}
.

If v ∈ Y , then, since ν > 0 and t0 ⩾ t1, we have

∥v∥t1Ys,t0
⩽ e−ν(t0−t1)∥v∥X t1

ν,t0

⩽ e−ν(t0−t1) max(∥Ψ(0)∥X t1
ν,t0

, ∥vL∥Yt1
s,t0

)

⩽ max(e−ν(t0−t1)∥Ψ(0)∥X t1
ν,t0

, ∥vL∥Yt1
s,t0

).

Therefore, given v,w ∈ Y , there hold

M(t0), N(t0) ⩽ ∥Ψ(0)∥Yt1
s,t0

+max(e−ν(t0−t1)∥Ψ(0)∥X t1
ν,t0

, ∥vL∥Yt1
s,t0

)

⩽ 2max(e−ν(t0−t1)∥Ψ(0)∥X t1
ν,t0

, ∥vL∥Yt1
s,t0

) = 2N.
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Therefore h(CM(t0), e
−(t0−t1), e−t1), h(CN(t0), e

−(t0−t1), e−t1) ⩽ η. If η is small
enough, as ν0 ⩾ 0, the previous estimates show that Ψ̃ is a contraction in the
complete space Y and so has a (unique) fixed point r there: hence v := vL+Ψ(0)+r
has the required properties. Indeed, from definition (4.24), m := Ψ(0) + r satisfies

m = Ψ(0) + Ψ̃(r) = Ψ(Ψ(0) + r) = Ψ(m).

The same arguments as in the end of the proof of Theorem 4.2 allow to conclude
that v satisfies the integral formulation of (4.1).
It remains to check the decay estimates. From (4.25), v− vL −Ψ(0) = r = Ψ̃(r) ∈
X t1

ν+ν0,t0 , which yields estimate (4.23). Since ν0 ⩾ 0, the combination of (4.20) and
(4.23) give (4.22). Uniqueness follows from uniqueness of the fixed point. □

Proof of Lemma 4.8. Notice that, due to the assumptions, h1(r) = O(r) as r → 0.
Case (1) is straightforward as ∥vL∥Y0

s,0
⩽ ∥v0∥Hs(Sd−1).

For case (2): Now recall (2.10)

∥vL∥Yt1
s,t1

⩽ Ce−(ℓ0+
d−2
2 )t1∥v0∥Hs(Sd−1).

Fix t1 so large that h1
(
Ce−(ℓ0+

d−2
2 )t1∥v0∥Hs(Sd−1)

)
⩽ η. Now, from the definition

(4.19) and (2.2), any w ∈ Xν,0,

∥w∥X t1
ν,t0

= sup
t⩾t0

eν(t−t1)∥w∥Yt1
s,t

⩽ sup
t⩾t0

eν(t−t1)∥w∥Ys,t
⩽ e−νt1 sup

t⩾0
eνt∥w∥Ys,t

⩽ e−νt1∥w∥Xν,0
,

so that for w = Ψ(0),

e−ν(t0−t1)∥Ψ(0)∥X t1
ν,t0

⩽ e−νt0∥Ψ(0)∥Xν,0
.

Therefore, we can fix t0 so large that

e−νt0∥Ψ(0)∥Xν,0
⩽ ∥vL∥Yt1

s,t1

.

For this choice of t0 ⩾ t1, Therefore,

N ⩽ ∥vL∥Yt1
s,t1

⩽ Ce−(ℓ0+
d−2
2 )t1∥v0∥Hs(Sd−1).

In the series defining h, the coefficients and and the exponents νϑ ⩾ ν0 ⩾ 0 are
non-negative: hence h is non-decreasing in its first two variables. Therefore,

h(CN, e−(t0−t1), e−t1) ⩽ h(Ce−(ℓ0+
d−2
2 )t1∥v0∥Hs(Sd−1), 1, e

−t1)).

Finally, using Claim 4.3 with A = ℓ0 +
d−2
2 , ε > 0 and D = 0, we can conclude

h(CN, e−(t0−t1), e−t1) ⩽ h1(Ce
−εt1∥v0∥Hs(Sd−1)) ⩽ η. □

We saw in Section 3.5 and Lemma 3.17 that the operator Di can be written Di =
−yi

(
D− d−2

2

)
+ Ri where Ri has a better behavior. In particular, we will see in

Lemma 5.1 below, that after performing the conformal transform, we can also write
the nonlinearity as

f(u(x),∇u(x)) = gR(t, y, v(t, y), (∂t−D)v(t, y),Rv(t, y)), where et = |x|, y =
x

|x|
,

and we have written for short Rv(t, y) = (Rivj(t, y), . . . ,Rdv(t, y))1⩽i⩽d,1⩽j⩽N (i.e
it acts component by component like D). So, we are interested in solving the system
on v = (v1, . . . , vN ), given by

(4.26) ∂ttv −D2v = gR(t, y, v, (∂t −D)v,Rv)

or equivalently,

∀i ∈ J1, NK, ∂ttvi −D2vi = gR,i(t, y, v, (∂t −D)v,Rv),
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for a smooth function gR = (gR,1, . . . , gR,N ), and t ∈ R, v ∈ RN , ∂tv = (∂tv1, . . . , ∂tvN ),
Rv = (Rv1, . . . ,RvN ).
We make similar definitions for gR as in the previous section. The only difference
will be that w and z are meant for different derivatives of v: wi will have the place
of (∂t −D)vi and zij that of Rjvi so that (zij)1⩽j⩽d will correspond to Rvi.
We assume that gR admits an expansion as in (4.2) with coefficients bi,α,β,γ,δ,R
which satisfies the decay (4.3) for some rates κϑ,R ∈ R.
We denote the new exponent νϑ,R that will play the same role as νϑ in this new
context

(4.27) νϑ,R = κϑ − |α|+ (|β|+ |γ| − 1)
d− 2

2
+ |δ|d

2
.

Remark 4.9. As we explained before in Remark 4.1, the definition of the exponent
νϑ,R reflects the exponential decay rate given by any term bϑ(t)y

αvβwγzδ which
now corresponds (in the scalar case) to bϑ(t)yαu(t)β(∂t −Du)γ(Riu)

δ
i .

In parallel to this new exponent can be explained by the following contributions:
• κϑ is the exponential decay of the constant (in y )bϑ.
• The loss |α| comes from the Lemma 3.13.
• A gain |δ| comes from the gain of e−t for the action of Ri described in

Lemma 3.17 (it is the main difference with the previous case of νϑ.
• We have a multiplication of |β|+ |γ|+ |δ| functions in Ys−1,t, so, it creates

an exponential gain of factor (|β|+ |γ|+ |δ| − 1)d−2
2 due to Lemma 3.2.

Adding all the above yield the rate (4.27). These exponents will be crucial in Lemma
4.6 below.
We emphasize that, due to their better behavior, we gain a factor 2|δ| when using
the operators Ri instead of the operators Di.

Denote

ν0,R = inf{νϑ,R : ϑ ∈ Θ, Bϑ ̸= 0}.

We finally define mutatis mutandis the series hR as in with νϑ and κθ replaced by
νϑ,R and κϑ,R respectively. We will always assume that for sufficiently small σ, ρ
and ς = 1, the series defining hR is convergent, in particular

ν0,R ⩾ 0.

Theorem 4.10 (Conformal variables, refined). For equation (4.26), the same re-
sults as Theorem 4.2 and 4.7 holds with νϑ, ν0 and h replaced by νϑ,R, ν0,R and
hR.

Proof. The proof is exactly the same except in Lemma 4.6 where we have to estimate
instead the following term

∥ṽ(τ)β( ˙̃v(τ))−Dṽ(τ)))γ(Rṽ(τ))δ − w̃(τ)β( ˙̃w(τ)−Dw̃(τ))γ(Rw̃(τ))δ∥Ys−1,τ−t1

≲ (|β|+ |γ|+ |δ|)C |β|+|γ|+|δ|−1
0 e−((|β|+|γ|+|δ|−1) d−2

2 +|δ|)(τ−t1)

× (∥v∥Yt1
s,τ

+ ∥w∥Yt1
s,τ

+ ∥vL∥Yt1
s,τ

)|β|+|γ|+|δ|−1∥v −w∥Yt1
s,τ

≲ (|β|+ |γ|+ |δ|)(CM(t))|β|+|γ|+|δ|−1e−((|β|+|γ|−1) d−2
2 +|δ| d2 )(τ−t1)∥v −w∥Yt1

s,τ
.

where we have used similarly the product estimate of Lemma 3.2 but we used instead
the refined estimates for Ri in Lemma 3.17 that provide the gain e−t instead of the
loss et for Di.
Once again, the key point is the rate in the e−(τ−t1) factor, with the |δ|d/2 exponent,
instead of |δ|(d− 4)/2 in (4.15). □
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5. Scattering close to infinity

Let η0 > 0 and

D(0, η0) = {(u,ϖ) ∈ RN × MN,d(R) : |u|, |ϖ| ⩽ η0}

be a small polydisc centered at 0 in RN × MN,d(R). We consider

f = (f1, . . . , fN ) : D(0, η0) → RN

an analytic function on D(0, η0): each of its component can be decomposed

fi(u,ϖ) =
∑

(p,q)∈NN×NNd\(0,0)

ai,p,qu
pϖq(5.1)

For simplicity, we assume convergence up to the boundary, that is

∀i ∈ J1, NK,
∑
p,q

|ai,p,q|η|p|+|q|
0 < +∞,(5.2)

We consider the system on u = (u1, . . . , uN ) (defined on subsets of Rd), given by

∆u = f(u,∇xu)(5.3)

that is, for all i ∈ J1, NK by
∆ui = fi(u,∇xu).

Given u0 ∈ Hs(Sd−1), recall that from (2.7), there exist a unique solution uL ∈ Z∞
s

of

∆uL = 0 on Rd \B(0, 1) and uL|Sd−1 = u0.(5.4)

The goal in this paragraph is now to relate uL to a solution of the nonlinear system
(5.3). For this, we will recast this question via the conformal transform and rely on
the abstract result of the previous Section 4.
We start by relating both equations, in the original variables and in conformal
variables, recalling the definitions in Section 3.5.

Lemma 5.1 (Conformal change of variable close to infinity). Let d ⩾ 2, R > 0,
and f as in (5.1). We define the analytic functions g and gR by

g(t, y, v, w, z) = e
d+2
2 tf

(
e−

d−2
2 tv, e−

d
2 t(−d− 2

2
v ⊗ y + w ⊗ y + z)

)
gR(t, y, v, w, z) = e

d+2
2 tf

(
e−

d−2
2 tv, e−

d
2 t(w ⊗ y + z)

)
where t ⩾ 0, y ∈ Rd, v ∈ RN , w ∈ RN , z ∈ MN,d(R) (we will actually only
evaluate g for y ∈ Sd−1; w and z correspond to the time and space components of
the gradient, respectively).
For u ∈ C 2(Rd \ B(0, R),RN ) with ∥u∥W 1,∞(Rd\B(0,R)) ⩽ min(ρ, σ), we have the
equivalence

• u solves the equation

∆u = f(u,∇u), x ∈ Rd \B(0, R).(5.5)

• The map v defined on [log(R),+∞)×Sd−1 by v(t, y) = e
(d−2)t

2 u(ety), solves
the equation

∂ttv −D2v = g(t, y, v, ∂tv,∇yv), (t, y) ∈ [log(R),+∞)× Sd−1.

• The map v defined on [log(R),+∞)×Sd−1 by v(t, y) = e
(d−2)t

2 u(ety), solves
the equation

∂ttv −D2v = gR(t, y, v, (∂t −D)v,Rv), (t, y) ∈ [log(R),+∞)× Sd−1.
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Moreover, any other function g̃ so that

g(t, y, v, w, z) = g̃(t, y, v, w, z)

for all (t, y, v, w) ∈ R×Sd−1×(RN )2 and z ∈ (TySd−1)N satisfies the same property;
this holds also for any function g̃R so that

gR(t, y, v, w, z) = g̃R(t, y, v, w, z)

for all (t, y, v, w) ∈ R× Sd−1 × (RN )2 and z ∈ (Rd)N .

Remark 5.2. The point in mentioning g̃ is to underline the fact that the function g is
only applied with w = ∇yv whose coordinate lie in TySd−1. We could have defined g
only on TSd−1 for the (y, w) variable, but then the series expansion property would
be not as tractable. This will be useful when the nonlinearity has some structure,
see Theorem 5.6 and its corollaries below.

Example 5.3. Harmonic maps from Rd to the sphere SN ⊂ RN+1 solve

∆u = u|∇u|2.

We can write the system near the north pole eN+1 = (0, . . . , 0, 1), and consider only
the coordinates u1, . . . uN , taking into account that u takes value in SN with

uN+1 =

√√√√1−
N∑
ℓ=1

u2ℓ .

Then

|∇uN+1|2 =
1√

1−
∑N

ℓ=1 u
2
ℓ

N∑
m,n=1

umun∇um · ∇un,

so that for i = 1, . . . , N , the corresponding nonlinearity writes

fi(u,ϖ) = ui

N+1∑
j=1

d∑
k=1

ϖ2
j,k

= ui

 N∑
j=1

d∑
k=1

ϖ2
j,k +

1√
1−

∑N
ℓ=1 u

2
ℓ

N∑
m,n=1

umun

d∑
k=1

ϖm,kϖn,k.


This is the formulation of the Harmonic map equation in local coordinates, which
usually contains Cristoffel symbols of the target manifold. From there, one derives
the formula of gi, for i = 1, . . . , N .

Proof. In order to avoid tedious notations, we only prove the result when u is scalar.
We denote t = ln |x|, y = x

|x| ∈ Sd−1. We recall the notation (3.10) Λu for the
angular derivative. We will use similar definition for (∆Sd−1u)(x). As

∂tv(t, y) = e
d
2 t

(
d− 2

2

u

r
+
∂u

∂r

)
(ety),

∇yv(t, y) = e
d−2
2 tΛu(ety).

We have u(x) = |x|− d−2
2 v

(
ln |x|, x

|x|

)
so that (as ∇yv ⊥ y)

∇u(x) = x

|x|
∂u

∂r
(x) +

1

|x|
Λu(x) = − d− 2

2|x| d+2
2

xv +
x

|x| d+2
2

∂tv +
1

|x| d2
∇yv

= e−
d
2 t

(
−d− 2

2
yv(t, y) + y∂tv +∇yv

)
.
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In particular,

∂iu = e−
d
2 t

(
−d− 2

2
yiv + yi∂tv +Div

)
= e−

d
2 t
(
yi(∂tv −Dv) +Riv

)
.

So, we have

f(u,∇u) = f

(
e−

d−2
2 tv(ety), e−

d
2 t

(
−d− 2

2
yv + y∂tv +∇yv

))
= f

(
e−

d−2
2 tv(ety), e−

d
2 t (y(∂tv −Dv) +Rv)

)
.

Concerning the Laplacian, we compute

∂ttv +∆Sd−1v

=

(
d− 2

2

)2

e
(d−2)t

2 u(ety) +

(
2

(
d− 2

2

)
+ 1

)
e

(d−2)t
2 et

∂u

∂r
(ety)

+ e
(d−2)t

2 e2t
∂2u

∂r2
(ety) + e

(d−2)t
2 (∆Sd−1u)(ety)

=

(
d− 2

2

)2

e
(d−2)t

2 u(ety)

+ e
(d+2)t

2

[
d− 1

et
∂u

∂r
(ety) +

∂2u

∂r2
(ety) +

1

e2t
(∆Sd−1u)(ety)

]
=

(
d− 2

2

)2

v(t, y) + e
(d+2)t

2 (∆u)(ety).

That is (∂ttv −D2v)(t, y) = e
(d+2)t

2 (∆u)(ety). Then, u solves (5.5) if and only if

∂ttv −D2v = e
d+2
2 tf

(
e−

d−2
2 tv, e−

d
2 t

(
−d− 2

2
yv + y∂tv +∇yv

))
= g(t, y, v, ∂tv,∇yv) = gR(t, y, v, (∂t −D)v,Rv),

with the chosen definition. This gives the first result for g and gR.
For g̃, we only have to notice that g(t, y, v, ∂tv,∇yv) and g̃(t, y, v, ∂tv,∇yv) take the
same value for all (t, y), which is the case by the assumption, since ∇yv ∈ TySd−1 =
y⊥. □

We now state our main results for (5.3): the first one relates to Theorem 4.2 and
the second one to Theorem 4.7. For f as in (5.1), the relevant exponent is

(5.6) ν1 := inf{(d− 2)(|p|+ |q|)− d : ai,p,q ̸= 0}

Theorem 5.4. Assume d ⩾ 3. Assume that f as in (5.1), satisfies the supercriti-
cality assumption

ν1 > 0.(5.7)

(So that in fact ν1 ⩾ 1). Let u0 ∈ Hs(Sd−1), and uL ∈ Z∞
s given in (5.4).

Then, there exist r0 ⩾ 1 and a unique small u ∈ Z∞
s,r0 solution of (5.3) on {|x| ⩾ r0}

and such that

∥(u− uL)(r·)∥Z∞
s,r/r0

≲ r−ν1 → 0 as r → +∞.(5.8)

Moreover, the map u0 7→ u is injective; and if ∥u0∥Hs(Sd−1) is small enough, we can
take r0 = 1.
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Recall that from (2.8) and (2.4), ∥uL(r·)∥Z∞
s,r/r0

remains bounded from below as
r → +∞, so that (5.8) gives the leading term of the expansion of u, and as a
consequence, uL is unique.

Theorem 5.5. Let d ⩾ 3 and ν > 0. Assume that f as in (5.1) satisfies with the
supercriticality assumption:

ν1 ⩾ 0.(5.9)

Let u0 ∈ Hs(Sd−1), and uL ∈ Z∞
s given in (5.4), and assume that

(5.10) sup
r⩾1

r2+ν ∥f(uL,∇uL)(r·)∥Z∞
s−1,r

< +∞.

We also assume that at least one of the extra conditions holds true:
• ∥u0∥Hs(S−1) is small.
• u0 has mean zero: P0u0 = 0.
• for all i ∈ J1, NK and p ∈ NN , if ai,p,0 ̸= 0, then |p| > d

d−2 (this is always
fulfilled if d ⩾ 5).

Then, there exist r0 ⩾ 1 and a u ∈ Z∞
s,r0 solution of (5.3) on {|x| ⩾ r0}, and such

that

∥(u− uL)(r·)∥Z∞
s,r/r0

≲ r−ν −→
r→+∞

0.

This solution is unique among those such that

sup
r⩾r0

rν

∥(u− uL − uL,1)(r·)∥Z∞
s,r/r0

+

∥∥∥∥r ∂∂r (u− uL − uL,1)(r·)
∥∥∥∥
Z∞

s−1,r/r0


is small (where uL,1 ∈ Z∞

s,r0 is the solution to ∆uL,1 = f(uL,∇uL) such that
∥uL,1(r·)∥Z∞

s,r/r0
→ 0 as r → +∞).

Moreover, the map u0 7→ u is injective (when defined); and if ∥u0∥Hs(Sd−1) and the
left-hand side of (5.10) are small enough, we can take r0 = 1.

Note that the assumption |p| > d/(d − 2) seems to be necessary in some cases
where the solutions deviate from the linear asymptotic we describe by a logarithm
correction, see for instance [V8́1].
Theorem 5.4 will typically be used in the case of the semi linear elliptic equation
with supercritical exponent, whereas Theorem 5.5 is in order when considering the
same equation with critical exponent. Theorem 1.1 is a particular case of Theorem
5.4 where f(u,∇u) = f(u).
Sometimes, notably when derivative are involved, we can make use of extra structure
in the nonlinearity which leads to appropriate cancellations. One example is given
by the next result.

Theorem 5.6. 1) Assume d ⩾ 3 and that the coordinates of f(u,ϖ) can be written
in the form ∑

(p,q)∈NN×MN (2N)\(0,0)

ai,p,qu
pΩq/2(5.11)

where Ω ∈ MN (R) is the matrix of the scalar products (in Rd): Ωj,k = ϖj ·ϖk =∑d
l=1ϖj,lϖk,l, and we assume that the summability condition (5.2) holds. The rel-

evant exponent is now

ν1,R := inf{(d− 2)|p|+ (d− 1)|q| − d : ai,p,q ̸= 0}.
Then if d ⩾ 3,
(a) The conclusion of Theorem 5.4 holds replacing assumption (5.7) by ν1,R > 0.
(b) The conclusion of Theorem 5.5 holds replacing assumption (5.9) by ν1,R ⩾ 0.
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2) Assume d = 2 and that the coordinates of f(u,ϖ) can be written in the form∑
(p,q)∈NN×MN (2N)\(0,0)

up(ai,p,qΩ
q/2 + bi,p,qΣ

q/2),(5.12)

where Σ ∈ MN (R) is the matrix of the symplectic products (in R2): Σj,k = ϖj,1ϖk,2−
ϖj,2ϖk,1 (and (5.2) holds for the (ai,p,q)p,q and the (bi,p,q)p,q). Define now

ν1,R := inf{(d− 2)|p|+ (d− 1)|q| − d : ai,p,q ̸= 0 or bi,p,q ̸= 0}.
Then, if u0 either small or with mean 0, the same conclusions can be reached as in
(a) and (b).

Note that in (5.11), the scalar product is in the base space Rd, that is with respect to
the the derivative variable while in (5.12), the index 1 and 2 are with respect to the
derivatives in the target space R2. In particular, ϖj,1ϖk,2 −ϖj,2ϖk,1 corresponds
to the Poisson bracket {uj , uk} = ∂xuj∂yuk −∂yuj∂xuk where the running variable
in R2 is (x, y).
This kind of special structure on f will be relevant for Harmonic maps, which
precisely take the form (5.11) while the structure (5.12) is typical of the H-system.

Remark 5.7. It might also be possible to add some potential V in some suitable
space (like V ∈ Z∞

s ). Yet, it seems at first sight that it would require the initial
time to be large. Indeed, the fixed point that we perform for t = 0 requires that
the nonlinearity is of order at least 2.

Theorems 5.4 and 5.5 rely on the applications of Theorem 4.2 and 4.7 respectively.
We make the proofs simultaneously since a large part of the argument is common
to both situations.

Proof of Theorems 5.4 and 5.5. Here we do the proof for general N . We check that
concerning (∇u)q for q ∈ MN,d(N), we have(

e−
d
2 t(−d− 2

2
v ⊗ y + w ⊗ y + z)

)q

= e−
d
2 |q|tPq(y, v, w, z)

where Pq is a polynomial, of partial degree |q| in the variable (v, w, z), and which
can be written

Pq(y, v, w, z) =
∑

(α,ι,γ,δ)∈Jq

cq,α,ι,γ,δy
αvιwγzδ,

where

Jq =
{
(α, ι, γ, δ) ∈ Nd × NN × NN × MN,d(N) : |α|+ |δ| = q, |ι|+ |γ| = |α|

}
,

and the coefficients cq,α,β,γ,δ are bounded by

|cq,α,ι,γ,δ| ⩽ (d/2 + 1)|q|,

from the multinomial formula of Newton. Notice that if (α, ι, γ, δ) ∈ Jq, then
|α|, |ι|, |γ|, |δ| ⩽ |q| so that we can bound the cardinal of Jq

(5.13) |Jq| ≲ (|q|+ 1)d+2N+Nd.

(Notice that in the scalar case N = 1, α and γ determine ι, but for general system,
this is no longer the case). Then using Fubini (to be justified by the following
computations)

gi(t, y, v, w, z) = e
d+2
2 t
∑
p,q

ai,p,qe
−( d−2

2 |p|+ d
2 |q|)tvpPq(y, v, w, z)

=
∑
p,q

∑
(α,ι,γ,δ)∈Jq

ai,p,qcq,α,ι,γ,δe
−( d−2

2 |p|+ d
2 |q|−

d+2
2 )tyαvp+ιwγzδ
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=
∑
ϑ∈Θ

bϑ(t)y
αvβwγzδ,

where (recall we denote ϑ = (α, β, γ, δ, ι))

bϑ(t) =
∑

(p,q)∈Iϑ

ai,p,qcq,α,ι,γ,δe
−( d−2

2 p+ d
2 |q|−

d+2
2 )t,

with Iϑ = {(p, q) ∈ N× Nd : (α, ι, γ, δ) ∈ Jq, β = p+ ι}.

Let ϑ ∈ Θ such that bϑ ̸= 0, so that Iϑ ̸= ∅. For any (p, q) ∈ Iϑ then

(5.14) |p| = |β| − |ι| and |q| = |ι|+ |γ|+ |δ| are prescribed,

so that the rate in the exponential as well and can be expressed in terms of ϑ:

d− 2

2
|p|+ d

2
|q| − d+ 2

2
=
d− 2

2
(|β| − |ι|) + d

2
(|ι|+ |γ|+ |δ|)− d+ 2

2
=: κϑ.(5.15)

Also notice that |β|+ |γ|+ |δ| = |p|+ |q|. Denoting

Bϑ := (d/2 + 1)|ι|+|γ|+|δ|
∑

(p,q)∈Iϑ

max
i∈J1,NK

|ai,p,q|,

(Bϑ = 0 if Iϑ is empty), we have the expected estimate (4.3). We can then express
νϑ in terms of ϑ, without involving ι. Note that if Bϑ ̸= 0 then Jq ̸= ∅ and so
|ι|+ |γ| = |α|. From (4.4),

νϑ = κϑ − |α|+ (|β|+ |γ| − 1)
d− 2

2
+ |δ|d− 4

2
= (d− 2)(|β|+ |δ|) + (d− 1)|γ|+ |ι| − |α| − d

= (d− 2)(|β|+ |δ|+ |γ|)− d.(5.16)

In particular, since (p, q) ∈ Iϑ, by (5.14), we have:

νϑ = (d− 2)(|p|+ |q|)− d ⩾ ν1.

As this is true for any ϑ ∈ Θ, we infer ν0 ⩾ ν1 (recall that ν0 is defined in (4.7)).
Under any of the assumptions (5.7) or (5.9), we see that (4.8) is fulfilled. Also
|β|+ |γ|+ |δ| = |p|+ |q| ⩾ 1 so that (4.6) holds as well.
Under the supercriticality assumption (5.7), and as only integers are involved, we
infer ν0 ⩾ 1 > 0: this means that under the assumptions Theorem 5.4, the first
hypothesis of Theorem 4.2 holds.
We now turn to the convergence of the series defining h. Recalling (4.5), we have
for 0 ⩽ σ ⩽ 1:

h1(σ) =
∑
ϑ∈Θ

Bϑ⟨α⟩s+1(|β|+ |γ|+ |δ|)σ|β|+|γ|+|δ|−1

≲
∑
p,q

max
i∈J1,NK

|ai,p,q|Rp,q(σ) where

Rp,q(σ) :=
∑
ϑ∈Θ

(α,ι,γ,δ)∈Jq,p=β−ι

(d/2 + 1)|ι|+|γ|+|δ|⟨α⟩s+1(|β|+ |γ|+ |δ|)σ|β|+|γ|+|δ|−1.

Given p, q, in the sum defining Rp,q(σ), we have |p| + |q| = |β| + |γ| + |δ|, and
|α| ⩽ |q|. Also the cardinal of the indexation set is |Jq| (because β is prescribed by
p and ι. Hence, using (5.13), there hold, for 0 ⩽ σ ⩽ 1

Rp,q(σ) ⩽ (d/2 + 1)|q|(|p|+ |q|+ 1)s+2σ|p|+|q|−1 · |Jq|

≲ (d/2 + 1)|q|(|p|+ |q|+ 1)s+(N+1)(d+2)σ|p|+|q|−1.
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Since (|p| + |q| + 1)s+(N+1)(d+2) ⩽ Cs,N,d2
|p|+|q|−1 for some large constant Cs,N,d,

and all p, q, we conclude

h1(σ) ≲
∑
p,q

max
i∈J1,NK

|ai,p,q|((d+ 2)σ)|p|+|q|−1.

By the assumption on f (5.2), this is convergent for σ small enough, and h1 is well
defined for small σ.
Due to (5.9), if ap,q ̸= 0, then (d− 2)(p+ |q|)− d ⩾ 0 and in particular p+ |q| ⩾ 2,
and so h1(0) = 0.

For Theorem 5.4, in the general case, we want to apply Lemma 4.4, assumption
(2) (in the specific case where ∥u0∥Hs(Sd−1) is small and r0 = 1, we use Lemma 4.4
Case (1)). So it suffices to check the lower bound (4.13) on νϑ: in view of (5.16)
and as d ⩾ 3, we can choose ε = d− 2 > 0 and D = 2.
This shows that under the conditions of Theorem 5.4, we can apply Theorem 4.2,
and construct the solution v in conformal variables. Letting u be the conformal
inverse and r0 = et0 , u is in the appropriate space thanks to (2.4). This also gives
the convergence in the original variables. Theorem 5.4 is proven.

Regarding Theorem 5.5, we want to apply Theorem 4.7: it remains to check (4.20)
and (4.21). Recall the assumption (5.10): written in conformal variable, we see that
it implies (due to (2.3))

(5.17) ∥g(t, y, vL, ∂tvL,∇yvL)∥Ys−1,t
= e−

d−2
2 t∥r

d+2
2 f(uL,∇uL)∥Z∞

s−1,et
≲ e−νt,

and so using Lemma 2.2, we infer that for t ⩾ 0,

∥Ψ(0)∥Y0
s,t

= ∥Φ(g(t, y, vL, ∂tvL,∇yvL))∥Y0
s,t

≲
∫ +∞

t

(1 + τ − t)∥g(t, y, vL,∇t,yuL)(τ)∥Ys−1,τ−tdτ

≲
∫ +∞

t

(1 + τ − t)e−ν(τ−t)dτ ≲ e−νt.

Taking the supremum in t ⩾ 0, we infer that Ψ(0) ∈ Xν,0 and (4.20) is satisfied.
We now focus on (4.21). If ∥u0∥Hs(Sd−1) is small, we can apply directly the case (1)
of Lemma (4.8).
Otherwise, we want to apply Lemma (4.8), Case (2), with ℓ0 = 0 or 1: so we are to
check (4.12) with D = 0.
Let ϑ ∈ Θ such that Bϑ ̸= 0. Let (p, q) ∈ Iϑ such that for some i, ai,p,q ̸= 0, then
we can express from the definition (5.15)

(5.18) κϑ +

(
ℓ0 +

d− 2

2
− ε

)
(|β|+ |γ|+ |δ| − 1)

= (ℓ0 + d− 2− ε)(|p|+ |q| − 1) + |q| − 2

By assumption ν1 ⩾ 0, so that |p| + |q| ≥ d
d−2 . Therefore the above term (5.18) is

bounded by below by

(ℓ0 + d− 2− ε)
2

d− 2
+ |q| − 2 =

2(ℓ0 − ε)

d− 2
+ |q|.

If |q| ⩾ 1 or ℓ0 ⩾ 1, it can be made positive for ε = 1/2. If |q| = 0 and ℓ0 = 0, the
term in (5.18) writes (d − 2 − ε)(|p| − 1) − 2. As |p| ⩾ 2, this is positive if d ⩾ 5.
Otherwise, our assumption implies that |p| ⩾ d

d−2 + 1 and so

(d− 2− ε)(|p| − 1)− 2 ⩾ d− 2 +
dε

d− 2
⩾ 1− dε,
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which is non-negative for ε = 1/d > 0.
Due to case (2) of Lemma (4.8), there exist t0 ⩾ t1 ⩾ 0 (large) such that (4.20)
holds and we are in a position to apply Theorem 4.7: we obtain a suitable conformal
solution v ∈ Yt1

s,t0 . As this space is included in Yt0
s,t0 , undoing the conformal trans-

form yields a desired solution u ∈ Z∞
s,r0 where r0 = ln(t0). This proves Theorem

5.5. □

Proof of Theorem 5.6. Here, due to cancellations specific to the vectorial nature of
the equations, we also do the computations for general N ⩾ 1.
Let us compute the term ϖi ·ϖj according to the change of variable of Lemma 5.1,
for i, j ∈ J1, NK): we obtain (for the term corresponding to gR)

d∑
k=1

e−dt(ykwi + zik)(ykwj + zjk)

= e−dt

(
wiwj + wi

d∑
k=1

ykzjk + wj

d∑
k=1

ykzik +

d∑
k=1

zikzjk

)
.

We used that
∑d

k=1 y
2
k = 1 since y ∈ Sd−1.

In dimension 2, we compute ϖ1,iϖ2,j−ϖ2,iϖ1,j according to the change of variable
of Lemma 5.1. We obtain

e−dt ((y1wi + zi1)(y2wj + zj2)− (y2wi + zi2)(y1wj + zj1))

= e−dt (y1wizj2 + zi1(y2wj + zj2)− y2wizj1 − zi2(y1wj + zj1)) .

Observe that in both cases, terms are at most linear in y and those where y appear
also carry a z factor: hence, for any contributing bϑ, there hold

|α| ⩽ |δ|.
Also, there is no v involved in any of the expressions, so that the index ι is not
useful anymore, and we drop it for the rest of the computations.
We can now argue as in the previous proof of Theorems 5.4 and 5.5.
Regarding up(Ω)q/2 for q ∈ MN (2N): denote

mi,j(y, w, z) := wiwj + wi

d∑
k=1

ykzjk + wj

d∑
k=1

ykzik +

d∑
k=1

zikzjk,

the contribution where we erased the e−dt factor. m(y, w, z)q/2 is a polynomial, of
partial degree q in the variable (w, z). Therefore, upΩq/2 can be written

e−(
d−2
2 |p|+ d

2 |q|−
d+2
2 )t

∑
(α,γ,δ)∈Jq

cα,γ,δy
αvpwγzδ,

where

Jq =
{
(α, γ, δ) ∈ Nd × NN × MN,d(N) : |γ|+ |δ| = |q|, |α| ⩽ |δ|

}
.

Let ϑ = (α, β, γ, δ) ∈ Θ such that (α, γ, δ) ∈ Jq and β = p, the corresponding

κϑ,R =
d− 2

2
|p|+ d

2
|q| − d+ 2

2
=
d− 2

2
|β|+ d

2
(|γ|+ |δ|)− d+ 2

2
,

and so (see Remark 4.9)

νϑ,R = κϑ − |α|+ (|β|+ |γ| − 1)
d− 2

2
+ |δ|d

2
= (d− 2)|β|+ (d− 1)|(|γ|+ |δ|) + |δ| − |α| − d

⩾ (d− 2)|β|+ (d− 1)(|γ|+ |δ|)− d

⩾ (d− 2)|p|+ (d− 1)|q| − d.
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Thus, we obtained ν0,R ⩾ ν1,R, for both cases (1) or (2).
One can then reproduce the end of the proofs of Theorem 5.4 and 5.5 using in-
stead the refinement given by Theorem 4.10. Now, we want to check that some
assumptions that allowed to apply Lemma 4.4 or 4.8 can be fulfilled.
First, note that the assumptions also imply |p| + |q| ⩾ 2 if ai,p,q ̸= 0 or bi,p,q ̸= 0,
so that we will also have h1(0) = 0. In particular, if we assume smallness, the Case
(1) of Lemma 4.4 or 4.8 is applicable.
For the equivalent of Theorem 5.4, we have νϑ,R ⩾ (d − 2)(|β| + γ| + |δ) − d, so
(4.13) is satisfied with ε = d−2 > 0 since d ⩾ 3. So, we apply Lemma 4.4 Case (2).
For the equivalent of Theorem 5.5, we want to verify Case (2) of Lemma 4.8. The
computation (5.18) still holds for κϑ,R. We denote that under both cases d ⩾ 3 or
d = 2, we always have ℓ0+d−2 ⩾ 1. In particular, if ε < 1, the expression in (5.18)
is positive as soon as |q| ⩾ 2. Moreover, under the structural assumptions of the
nonlinearity we made, we have either q = 0 or q ⩾ 2. So, it only remains to check the
case q = 0. It can only happen for d ⩾ 3, for which the same analysis as in Theorem
5.4 works, under the same assumptions. We conclude the proof similarly. □

Remark 5.8. In what follows, the refined Theorem 5.5 will be applied in cases where
the better behavior of the first Duhamel estimate (5.10) will be valid for any u0,
as seen in Section 3.2 for the case of derivative nonlinearities satisfying some null
condition. Yet, there can be some cases where the better behavior of the Duhamel
term is due to u0. For instance, in dimension d = 3, if we consider polynomial type
nonlinearities as in Theorem 1.1, the critical exponent is given by the condition
ν = (d− 2)p− d ⩾ 0, that is p ⩾ 3. Consider the system{

∆u = u5 + v2u,

∆v = v5 + u2v

It is critical for our criterium because of the cubic coupling nonlinearity. Yet, if
we consider some "asymptotic datum" of the form u0 = 0, v0 ∈ Hs(Sd−1) then,
(5.10) will be satisfied because f(uL, vL) will be of the form (0, v5L) which has a
good behaviour since the power 5 is supercritical.

6. Scattering close to zero

For problem close to zero, each one of the theorems in Section 5 has its counterpart
close to 0. We only write those corresponding to the applications we have in mind,
and omit the proofs unless when they are not as in the scattering close to infinity.
We start with the equivalent of Lemma 5.1 but close to zero. The results look very
similar except for the sign of the exponent terms. This will not change the ideas
of the proofs, but it does impact the numerology. In particular, our results close to
zero require some “small” degree of monomials for the nonlinearity while the results
close to infinity required some “large” degree.

Lemma 6.1 (Conformal change of variable close to zero). Let d ⩾ 2 and R > 0.
Let D(0, (ρ, σ)) = {(w, z) = (w, z1, . . . , zd) ∈ R1+d : |w| ⩽ ρ, |z| ⩽ σ} be a polydisc
in R1+d and f : D(0, (ρ, σ)) → RN be a smooth function on D(0, (ρ, σ)).
We define the smooth function g by

g(t, y, v, w, z) = e−
d+2
2 tf

(
e

d−2
2 tv, e

d
2 t(−d− 2

2
v ⊗ y − w ⊗ y + z)

)
gR(t, y, v, w, z) = e−

d+2
2 tf

(
e

d−2
2 tv, e

d
2 t(−w ⊗ y + z)

)
where t ⩾ 0, y ∈ Sd−1, v ∈ RN , w ∈ RN , z ∈ MN,d(R).
For u ∈ C2(B(0, R)) with ∥u∥W 1,∞(B(0,R)) ⩽ min(ρ, σ), we have the equivalence
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• u solves the equation

∆u = f(u,∇u), x ∈ B(0, R)

• v(t, y) = e−
(d−2)

2 tu(e−ty), v solves the equation

∂ttv −D2v = g(t, y, v, ∂tv,∇yv), (t, y) ∈ [− log(R),+∞)× Sd−1.

• v(t, y) = e−
(d−2)

2 tu(e−ty), v solves the equation

∂ttv −D2v = gR(t, y, v, ∂tv +Dv,Rv), (t, y) ∈ [− log(R),+∞)× Sd−1.

Moreover, any other function g̃ so that g(t, y, v, w, z) = g̃(t, y, v, w, z) for all (t, y, v, w) ∈
R× Sd−1 × (RN )2 and z ∈ (TySd−1)N satisfies the same property.
The same also holds for any function g̃R so that gR(t, y, v, w, z) = g̃R(t, y, v, w, z)
for all (t, y, v, w, z) ∈ R× Sd−1 × (RN )2 × MN,d(R).

Proof. The computations are mostly the same as in Lemma 5.1, up to a few changes
of exponent and signs, changing t to −t, that is t = − ln |x|, y = x

|x| ∈ Sd−1. For

instance, as we have instead u(x) = |x|− d−2
2 v

(
− ln |x|, x

|x|

)
so that (as ∇yv ⊥ y)

∇u = − d− 2

2|x| d+2
2

xv − x

|x| d+2
2

∂tv +
1

|x| d2
∇yv

= e
d
2 t

(
−d− 2

2
yv(t, y)− y∂tv +∇yv

)
So, we have f(u,∇u) = f

(
e

d−2
2 tv, e

d
2 t
(
−d−2

2 yv − y∂tv +∇yv
))

.
Concerning the Laplacian, changing t to −t in the formula of Lemma 5.1, we still
have (∂ttv −D2v)(t, y) = e−

(d+2)t
2 (∆u)(e−ty). □

Here is the result without extra structure (analog to Theorem 5.4).

Theorem 6.2. Assume d ⩾ 2 and f as in (5.1) satisfies the subcriticality assump-
tion

ai,p,q ̸= 0 =⇒ q = 0.

Let u0 ∈ Hs(Sd−1), and denote uL ∈ Z0
s the associated bounded solution of

∆uL = 0 on B(0, 1) and uL|Sd−1 = u0.(6.1)

1) If either f is polynomial, or u0 has zero mean, then, there exist r0 ⩽ 1 and a
unique u ∈ Z0

s,r0 solution of (5.3) on B(0, r0) \ {0} so that

∥(u− uL)(r·)∥Z0
s,r/r0

≲ r2 → 0 as r → 0.

Moreover, the map u0 7→ u is injective.
2) If instead f satisfies (ai,p,q ̸= 0 =⇒ |p| ⩾ 2) and ∥u0∥Hs(Sd−1) is small enough,
the conclusion of 1) holds with r0 = 1.

Here is the results where the first iterate is better behaved, when the nonlinearity
f has structure (corresponding to Theorem 5.6).

Theorem 6.3. Let d ⩾ 2, ν > 0 and assume f has the structure as in Theorem
5.6, that is (5.11) and, if d = 2, (5.12), with the summability condition (5.2). Also
assume that f as in (5.1) satisfies the subcriticality assumption:

ai,p,q ̸= 0 =⇒ |q| ⩽ 2.

Let u0 ∈ Hs(Sd−1), denote uL ∈ Z0
s the associated bounded solution of (6.1). We

assume furthermore that

(6.2) sup
0<r⩽1

r2−ν ∥f(uL,∇uL)(r·)∥Z0
s−1,r

< +∞.
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1) If u0 has zero mean, then, there exist r0 ⩽ 1 and a unique u ∈ Z0
s,r0 solution of

(5.3) on B(0, r0) \ {0} so that

∥(u− uL)(r·)∥Z0
s,r

≲ rν → 0 as r → 0.

Moreover, the application u0 7→ u is injective (where defined).
2) If instead f satisfies

ai,p,q ̸= 0 =⇒ |p|+ |q| ⩾ 2,

and ∥u0∥Hs(Sd−1) and the right-hand side of (6.2) are small enough, the conclusion
of 1) holds with r0 = 1.

Remark 6.4. The extra assumption that u0 has zero mean is natural in this context:
the associated linear solution converges to this value at zero and we need to be sure
that f is well defined there. It can be easily removed by transforming f by f(·+x0).
It was not necessary in the problem at infinity, since all linear (bounded) solutions
converge to zero at infinity, except for d = 2.

Proof of Theorems 6.2 and 6.3. The computations are similar to that in the proofs
of Theorems 5.4 and 5.5 (we use their notations): the gain and losses explained in
Remarks 4.1 and 4.9 (respectively) are the same, and the exponent in et in front of

the monomial, is now the opposite −d+ 2

2
+
d− 2

2
|p|+ d

2
|q|.

More precisely, due to Lemma 6.1 g now takes the following form:

gi(t, y, v, w, z) = e−
d+2
2 t
∑
p,q

ap,qe
( d−2

2 |p|+ d
2 |q|)tvpPq(y, v,−w, z)

=
∑
p,q

∑
(α,ι,γ,δ)∈Jq

ai,p,qcα,ι,γ,δ(−1)γe−(
d+2
2 − d−2

2 p− d
2 |q|)tyαvp+ιwγzδ

=
∑
ϑ∈Θ

bi,ϑ(t)y
αvβwγzδ,(6.3)

where ϑ = (α, β, γ, δ, ι) and

bi,ϑ(t) = (−1)γcα,ι,γ,δ
∑

(p,q)∈Iϑ

ai,p,qe
−( d+2

2 − d−2
2 |p|− d

2 |q|)t.

As before, p = β−ι and |q| = |ι|+ |γ|+ |δ| are prescribed in Iϑ, so for any (p, q) ∈ Iϑ

d+ 2

2
− d− 2

2
|p| − d

2
|q| = d+ 2

2
− d− 2

2
(|β| − |ι|)− d

2
(|ι|+ |γ|+ |δ|) =: κϑ.(6.4)

We also define

Bϑ = (d/2 + 1)|ι|+|γ|+|δ|
∑

(p,q)∈Iϑ

max
i∈J1,NK

|ai,p,q|,

(otherwise 0 if the sum is empty), and we have the expected estimate (4.3).
If bi,ϑ(t) ̸= 0, then Iϑ ̸= ∅ and we have

νϑ = κϑ − |α|+ (|β|+ |γ| − 1)
d− 2

2
+ |δ|d− 4

2
= 2− |α| − |γ| − |ι| − 2|δ|
= 2− |α| − |q| − |δ|.

We start by considering 1) for both Theorem 6.2 and Theorem 6.3.
In the context of Theorem 6.2, the assumption is that q = 0 so that α are δ as well
(as |α| ⩽ |q|). Hence νϑ = 2, and ν1 = 2. We want to us Theorem 4.2. It remains to
check the smallness condition (4.10), which we do by applying Case (3) of Lemma
4.4, that is verifying (4.12).
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If f is polynomial, this condition is always satisfied (by choosing D large enough).
Otherwise, we assumed that u0 has zeo mean, so that ℓ0 = 1 (that is u0 of zero
means). Now, as for contributing bi,ϑ, |ι| = |γ| = |δ| = 0 (as q = 0) formula (6.4)
writes

κϑ =
d+ 2

2
− d− 2

2
|β| ⩾

(
−
(
1 +

d− 2

2

)
+ 1

)
(|β| − 1) + 2,

so that Case (3) of Lemma 4.4 holds with ε = −1 and D = −2. Theorem 4.2 applies,
and (4.11) gives the claimed convergence rate.
For Theorem 6.3, we want to use the structure assumption (5.11) and apply Theo-
rem 4.10. Following the proof of Theorem 5.6, first notice that

∥g(t, y, vL, ∂tvL,∇yvL)∥Ys−1,t
= e

d−2
2 t∥r

d+2
2 f(uL,∇uL)∥Z0

s−1,e−t
≲ e−νt.

Hence (4.20) holds. Then we need to compute the new exponents: gR has a similar
structure as (6.3) (mostly only changing w to −w), and we recall that there is no
index ι, p = β, |γ|+ |δ| = |q| and |α| ⩽ |δ|. Then as before for a contributing ϑ and
(p, q) ∈ Iϑ,

d+ 2

2
− d− 2

2
|p| − d

2
|q| = d+ 2

2
− d− 2

2
|β| − d

2
(|γ|+ |δ|) =: κϑ,R,(6.5)

and so

νϑ,R = κϑ,R − |α|+ (|β|+ |γ| − 1)
d− 2

2
+ |δ|d

2

=
d+ 2

2
− d− 2

2
|p| − d

2
|q| − |α|+ (|p|+ |q| − 1)

d− 2

2
+ |δ|

= 2− |q| − |α|+ |δ| ⩾ 2− |q|.

By assumption |q| ⩽ 2 so that ν1,R ⩾ 0. Now, we need to check that we can obtain
the smallness of (4.10) by applying Lemma (4.8), Case (2). The definition (6.5)
gives

κϑ,R = 2− d− 2

2
(|β|+ |γ|+ |δ| − 1)− (|γ|+ |δ|) ⩾ −d− 2

2
(|β|+ |γ|+ |δ| − 1) ,

since |γ| + |δ| = |q| ⩽ 2. In particular, (4.12) holds true with ℓ0 = 1, ε = 1 and
D = 0. We are in a position to apply Lemma (4.8), Case (2) and then Theorem
4.10.

It remains to treat 2) of both Theorems. We use the case 1 of Lemma 4.4 and
Lemma (4.8). Recall the relation (5.14), so that the extra assumption ensures that
for any contributing ϑ (and (p, q) ∈ Iϑ)

|β|+ |γ|+ |δ| − 1 = |p|+ |q| − 1 ⩾ 1,

and so h1(0) = 0. □

7. General results for the Dirichlet problem

In this part, we gather the equivalent of the previous theorem we stated for scatter-
ing at infinity or at 0 for a Dirichlet problem. The proof are mainly the same once
we have the equivalent of the Duhamel formulation for Dirichlet problem stated in
Lemma 2.3.
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7.1. The Dirichlet problem in conformal variable. In conformal variable, we
are interested in solving in Ys the problem

(7.1) ∂ttv −D2v = g(t, y, v, ∂tv,∇yv), v(0) = v0,

where v0 is given (we underline that the condition bears only on the function, not
its time derivative).
It will be convenient to introduce a map similar to Ψ for which we will seek a fixed
point, and adapted to data at infinity: for this, we use the operator ΦD well adapted
to the Dirichlet boundary condition, instead of Φ.
More precisely, given v0 ∈ (Hs(Sd−1)N , we denote

(7.2) vL = S(·)(v0,−Dv0),

and define the operator

ΨD : v 7→ ΦD(g(t, y, v + vL, v̇ + v̇L,∇y(v + vL)))(7.3)

where ΦD is defined in (2.16) and acts component by component.

Theorem 7.1 (Conformal variables). Under the same assumptions as Theorem
4.2 and h1(0) = 0, there exists η > 0 so that for any given data

v0 = (v1,0, . . . , vN,0) ∈ Hs(Sd−1), with ∥v0∥Hs(Sd−1) ⩽ η,

there exists a unique solution v = (v1, . . . ,vN ) ∈ Ys (defined for times t ⩾ 0) to
the integral formulation of the system (7.1), with initial condition v(0) = v0.
Moreover, there exists a unique v+ ∈ Hs(Sd−1) so that

∥v − S(·)(v+,−Dv+)∥Ys,t
≲ e−ν0t → 0 as t→ +∞.

Proof. The proof is the same as Theorem 5.4: our goal is to construct a fixed point
for ΨD. The only modification in the argument is that we have to take t0 = t1 = 0
which imposes the smallness of ∥v0∥Hs(Sd−1): this corresponds to case in condition
(1) of Lemma 4.4.
We need the following variant of Lemma 4.6 adapted to the Dirichlet operator:

Lemma 7.2. There exists a universal constant C > 0 so that, given vL as in (7.2)
and v,w ∈ (Ys)

k so that denoting M = max (∥v∥Ys
, ∥w∥Ys

, ∥vL∥Ys
), then we have

∥ΨD(v)−ΨD(w)∥Ys ≲
∑
ν∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)(CM)|β|+|γ|+|δ|−1

×
∫ +∞

0

(1 + τ)e−νϑτ∥v −w∥Ys,τ dτ

where ΨD (depending on vL) is defined in (7.3). Similarly,

∥ΨD(v)∥Ys
≲
∑
ν∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|)(CM)|β|+|γ|+|δ|−1

×
∫ +∞

0

(1 + τ)e−νϑτ
(
∥v∥Ys,τ

+ ∥vL∥Ys,τ

)
dτ

We omit the proof of Lemma 7.2 since it follows closely the lines of that of Lemma
4.6 where the estimates of Lemma 2.2 are replaced by the estimates (2.17) in Lemma
2.3.
Using now Lemma 7.2, we get for v,w ∈ Y := {w : ∥w∥Ys

⩽ ∥vL∥Ys
}

∥ΨD(v)−ΨD(w)∥Ys

≲
∑
ν∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|+ 1)(C∥vL∥Ys

)|β|+|γ|+|δ|−1
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×
∫ +∞

0

∥v −w∥Ys,τ
τe−νϑτdτ

≲
∑
ν∈Θ

Bϑ ⟨α⟩s+1
(|β|+ |γ|+ |δ|+ 1)(C∥vL∥Ys

)|β|+|γ|+|δ|−1

× ∥v −w∥Ys

(∫ +∞

0

τe−ν0τdτ

)
≲ h1(C∥vL∥Ys

)∥v −w∥Ys
.

And similarly, ∥ΨD(w)∥Ys
≲ h1(C∥vL∥Ys

)∥vL∥Ys
. A classical argument shows that

for η > 0 small enough, ΨD admits a unique fixed point r ∈ Y .
Also g(t, y, r+ vL, ∂t(r+ vL),∇y(r+ vL)) ∈ Ys so that Lemma 2.3 applies (and the
discussion that precedes it): in particular, v+ is the first component of∫ ∞

0

S(−τ)
(

0
g(τ, y, r + vL, ∂t(r + vL),∇y(r + vL))

)
dτ. □

In the case of a gain of the first Duhamel iterate, we get similarly the following
result.

Theorem 7.3 (Conformal variables 2). Under the same assumptions as Theorem
4.7, there exists η > 0 so that for any given data v0 = (v1,0, . . . , vN,0) ∈ Hs(Sd−1)
such that

∥v0∥Hs(Sd−1) + ∥ΨD(0)∥Ys
⩽ η

and satisfying
ΨD(0) ∈ Xν,0.

Then there exists a unique solution v = (v1, . . . ,vN ) ∈ Ys (defined for times t ⩾ 0)
to the integral formulation of the system (4.1), with initial condition v(0) = v0
Moreover, there exists a unique v+ ∈ Hs(Sd−1)N so that

∥v − S(·)(w+,−Dw+)∥Ys,t
≲ e−νt → 0 as t→ +∞.

Proof. It follows the lines of the proof of Theorem 4.7, with the same modification
as in the proof of Theorem 7.1 using Lemma 7.2. □

7.2. The Dirichlet problem close to infinity. We consider again the system
(5.3), now with boundary condition:

(7.4)

{
∆u = f(u,∇xu) on {|x| ⩾ 1},
u|Sd−1 = u0,

where u0 is given. We have analoguous results to that in Section 5, and the proofs
follow the same lines: we leave the details to the reader.
We assume f can be expanded in power series as in (5.1), and we recall the definition
(5.6) of the exponent:

ν1 := inf{(d− 2)(|p|+ |q|)− d : ai,p,q ̸= 0}.
Here is the first general statement (corresponding to Theorem 5.4).

Theorem 7.4. Assume that d ⩾ 3 and f satisfies

(7.5) ν1 ⩾ 0.

There exists η > 0 so that the following property holds.
Let u0 ∈ Hs(Sd−1) with ∥u0∥Hs(Sd−1) ⩽ η, then, there exists a unique u ∈ Z∞

s

solution of (7.4); moreover, there exists a unique u+,L ∈ Z∞
s solution of ∆u+,L = 0

so that

∥(u− u+,L)(r·)∥Z∞
s,r

→ 0 as r → +∞.
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Actually, convergence holds with rate r−ν1 .

The next statement consider the case when the first Duhamel iterate has improved
decay (corresponding to Theorem 5.5).

Theorem 7.5. Let d ⩾ 3, ν > 0 and assume f satisfies

(7.6) ν1 ⩾ 0.

There exists η > 0 so that the following property holds.
Let u0 ∈ Hs(Sd−1), denote uL ∈ Z∞

s the solution in Z∞
s of

∆uL = 0 on {|x| ⩾ 1} and uL|Sd−1 = u0,

and assume that

∥u0∥Hs(Sd−1) + sup
r⩾1

r2+ν ∥f(uL,∇uL)(r·)∥Z∞
s−1,r

⩽ η.

Then, there exists a unique u ∈ Z∞
s small 4 solution of (7.4); moreover, there exists

a unique u+,L ∈ Z∞
s solution of ∆u+,L = 0 so that

∥(u− u+,L)(r·)∥Z∞
s,r

→ 0 as r → +∞.

Actually, convergence holds with rate r−ν .

Finally, in the case when f has a structure so that the corresponding g does not
depend on y, we have the analoguous of Theorem 5.6.

Theorem 7.6. Let d ⩾ 2. Assume that f has the structure as in Theorem 5.6, that
is (5.11) and, if d = 2, (5.12). Recall the relevant exponant

ν1,R := inf{(d− 2)|p|+ (d− 1)|q| − d : ai,p,q ̸= 0}.

Then:
(1) The same result as Theorem 7.4 holds replacing assumption (7.5) by ν1,R > 0.
(2) The same result as Theorem 7.5 holds replacing assumption (7.6) by ν1,R ⩾ 0.

7.3. The Dirichlet problem close to zero. Finally, we state the equivalent of
Theorem 6.2 and 6.3 for Dirichlet boundary condition, close to zero, that is:

(7.7)

{
∆u = f(u,∇xu) on B(0, 1) \ {0},
u|Sd−1 = u0.

Note that the solutions are naturally constructed outside of zero because of the
change of variable. Yet, they will be proved to be solution on B(0, 1) in several
cases.
The proofs are the same, and we leave the details to the reader.

Theorem 7.7. Assume d ⩾ 2 and that f as in (5.1) satisfies the subcriticality
assumptions

ai,p,q ̸= 0 =⇒ (q = 0 and |p| ⩾ 2).

There exists η > 0 such that the following holds.
Let u0 ∈ Hs(Sd−1) with ∥u0∥Hs(Sd−1) ⩽ η, then, there exists a unique u ∈ Z∞

s

solution of (7.7); moreover, there exists a unique u+,L ∈ Z0
s solution of ∆u+,L = 0

(on B(0, 1)) so that

∥(u− u+,L)(r·)∥Z0
s,r

→ 0 as r → 0.

Actually, convergence holds with rate r2.

4See Theorem 5.5 for a precise condition.
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Theorem 7.8. Assume d ⩾ 2, f as in (5.1) satisfies the structure condition of
Theorem 5.6 (that is, (5.11) and, if d = 2, (5.12)) and the subcriticality assumptions

ai,p,q ̸= 0 =⇒ (|q| ⩽ 2 and |p|+ |q| ⩾ 2).

Let u0 ∈ Hs(Sd−1), denote u0,L ∈ Z0
s the associated bounded solution of

∆uL = 0 on B(0, 1) and uL|Sd−1 = u0,

and assume that we have the bound

∥u0∥Hs(Rd−1) + sup
0<r⩽1

r2−ν ∥f(uL,∇uL)(r·)∥Z0
s−1,r

⩽ η.

Then, there exist a unique u ∈ Z0
s small 5 solution of (7.7); moreover, there exists

a unique u+,L ∈ Z0
s solution of ∆u+,L = 0 (on B(0, 1)) so that

∥(u− u+,L)(r·)∥Z0
s,r

→ 0 as r → 0.

Actually, convergence holds with rate rν .

8. Applications

8.1. Critical semilinear equations. This section is about the proof of the main
results about the critical semilinear equation. We first give a definition of weak
solution.

Definition 8.1. We say that u ∈ Ḣ1
loc({|x| ⩾ R}) is a solution of

∆u = f(u) on {|x| ⩾ R}

if we have

∀v ∈ C∞
c ({|x| > R}),

∫
|x|>R

∇u · ∇v dx+

∫
|x|>R

f(u)v dx = 0

Proof of Theorem 1.1. This is just a particular case of Theorem 5.4 when f does
not depend on the derivatives. □

Proof of Theorem 1.2. 1) Let ε > 0 small to be chosen later. Since u ∈ Ḣ1({|x| ⩾
1}), there exists r0 so that ∥∇u∥L2(|x|⩾r0/2)

⩽ ε. Denoting ur0(x) = (r0)
d/2−1u(r0x),

the function ur0 satisfies ∥∇ur0∥L2(|x|⩾1/2) ⩽ ε and is solution of the same ellip-
tic equation. By Sobolev estimate (3.8), we have also ∥ur0∥L2∗ (|x|⩾1/2) ≲ ε. If ε is
small enough, the trace estimate of Proposition A.6 given in the Appendix, yields
∥ur0 |Sd−1∥Hs(Sd−1) ≲ ε.
We notice that for the critical exponent p = 2∗ − 1 = d+2

d−2 , Theorem 5.4 and 7.4
hold with ν0 = (d − 2)p − d = 2. Let us choose ε small enough so that Cε ⩽ η
where η is given in Theorem 7.4: it applies and yields a solution ũ ∈ Z∞

s so that
ũ|Sd−1 = ur0 |Sd−1 . We check easily that it satisfies

∥ũ∥Z∞
s

≲ ∥ur0 |Sd−1∥Hs(Sd−1) ≲ ε.

Due to Lemma 3.14, ũ ∈ Ḣ1(|x| ⩾ 1), NS ∥ũ∥L2∗ (|x|⩾1) ≲ ∥ũ∥Z∞
s

≲ ε. In particular,
for ε small enough, the uniqueness property given in Proposition A.3, applied with
q = 2∗ − 1 and d(q−1)

2 = 2∗, implies that ũ = ur0 and therefore, ur0 ∈ Z∞
s . Hence

u ∈ Z∞
s,r0 .

The scattering result (1.6) is obtained from the similar statement in Theorem 7.4.
2) The converse (and last part) of the Theorem is actually a consequence of Theorem
5.4 and a special case of Theorem 1.1. □

5See Theorem 5.5 for a precise condition.
54



Proof of Corollary 1.3. Theorem 1.2 gives r0 ⩾ 1 such that for any ℓ ∈ N,

(r/r0)
d−2+ℓ ∥Pℓ(u− uL)(r·)∥Hs(Sd−1) ⩽ ∥(u− uL)(r·)∥Z∞

s,r/r0

−→
r→+∞

0.

From the assumption and triangular inequality, we infer

(r/r0)
d−2+ℓ ∥PℓuL(r·)∥Hs(Sd−1) → 0 as r → +∞.

Now, notice that PℓuL(r·) = (r/r0)
−(d−2)−ℓPℓuL(r0·): hence PℓuL = 0 for any

ℓ ∈ N, and therefore uL = 0. The uniqueness in Theorem 1.2 2) implies u = 0 in
{|x| ⩾ r1} for a possibly larger r1 ⩾ r0.
Now, due to the result of Trudinger [Tru68] (see also Section A.2 of the Appendix for
a quantification), we have u ∈ C∞({|x| > 1}). In particular, u solves the equation
∆u = V u with V = κup−1 ∈ L∞

loc({|x| > 1}). We can conclude by standard unique
continuation arguments that u = 0 in {|x| ⩾ 1}, see for instance [LRLR22, Theorem
5.2].
For the second part of the Corollary: let ℓ ∈ N, then for any β ⩾ 0, the condition
u(x) = O(|x|−β) gives

∥Pℓu(r·)∥Hs(Sd−1) ⩽ Cℓ,s ∥u(r·)∥L2(Sd−1) ⩽ Cℓ,s ∥u(r·)∥L∞(Sd−1) ⩽ Cℓ,s,βr
−β .

Choose β > ℓ+ d− 2, so that the assumptions of the first part of the Corollary are
fulfilled, and this gives the result. □

Proof of Theorem 1.4. The scheme of the proof is quite similar to the critical case
with different scaling and spaces. We only stress the differences. 1) The appropriate

scaling is given by denoting ur0(x) = r
2

p−1

0 u(r0x): then ur0 is solution of the same
elliptic equation and satisfies ∥ur0∥L∞(|x|⩾1/2) ⩽ Cr−η

0 . For sufficiently large r0, we
can apply Proposition A.7 to get that ∥ur0 |Sd−1∥Hs(Sd−1) ⩽ Csε. Then Theorem
7.4 applies and we can construct a nonlinear solution ũ ∈ Z∞

s with the same
Dirichlet data as ur0 , and with convergence to a linear solution. To conclude as
in the critical case, we want to apply the uniqueness Theorem A.3: it remains to
check that ∥ur0∥

L
d(p−1)

2 (|x|⩾1)
and ∥ũ∥

L
d(p−1)

2 (|x|⩾1)
are finite and can be made small

enough, possibly making r0 even larger. We use the decay assumption to get

∥ur0∥
d(p−1)

2

L
d(p−1)

2 (|x|⩾1)
⩽ Crd0

∫ +∞

1

rd−1(rr0)
−d−η

d(p−1)
2 dr ⩽ Cη,d,pr

−η
d(p−1)

2
0 .

For ũ, we use Lemma 3.14: as p > d
d−2 there hold d(p−1)

2 > d
d−2 . □

Proof of Corollary 1.5. Note that since p ∈ 2N+ 1, then |u|p−1u = up (recall that
u is real valued) which is the context of the equations considered in [BBC75, V8́1].
Véron proved in [V8́1, Théorème 4.1] that |x|d−2u(x) converges to a constant. In
particular, since d − 2 > 2

p−1 , the decay assumptions of Theorem 1.4 is satisfied
and we can also get by Lemma A.8 that u ∈ Ḣ1({|x| ⩾ R}) for R large enough. In
particular, the assumptions of Theorem 1.4 are verified. □

8.2. Conformal equations in dimension 2. The purpose of this section is the
proof of Theorem 1.6.
The formulation (Conf-E) considering the embedding N ⊂ RM is well adapted for
regularity results of weak solutions as is often the case in the literature. Yet, in one
part of our results, we want to construct some solutions and it seems better suited
to consider local coordinates on the manifold N to ensure that the constructed
solutions indeed belong to N . This will not be a loss of generality when the solution
is regular enough and we can localize in the target manifold N .
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Let u∞ ∈ N and W be a small open neighbourhood of u∞ in N so that there
exists some coordinate charts so that W ∼ V ⊂ RN . In local coordinates, for
u ∈ C 2(Ω,N ), we will study some solutions of

∆u = f(u,∇u) with(Conf-C)

fi(u,∇u) = −
∑
j,ℓ

Γi
jℓ(u)∇uj · ∇uℓ −

∑
j,ℓ

Hi
jℓ(u)∂xu

j∂yu
ℓ

= −
∑
j,ℓ

Γi
jℓ(u)∇uj · ∇uℓ +

1

2

∑
j,ℓ

Hi
jℓ(u)∇⊥uj · ∇uℓ,

where Γi
jℓ are the Cristoffel symbols and Hi

j,ℓ = −Hi
ℓ,j = −Hj

i,ℓ. Here, we denoted
∇⊥u = (−∂yu, ∂xu). Note, that in what follows, when we will say that u is solution
of (Conf-C), it will always be implicit that it is valued in some local charts in the
considered domain.
Before starting the proof of Theorem 1.6 per se, we begin by checking that equation
(Conf-C) satisfies the null condition and the various conditions of our abstract
theorems.
First we verify that the assumptions of Theorem 5.6 are satisfied. We have then

fi(u,ϖ) = −
∑
j,ℓ

Γi
jℓ(u)ϖj ·ϖℓ −

1

2

∑
j,ℓ

Hi
jℓ(u)(ϖ1,kϖ2,ℓ −ϖ1,ℓϖ2,k)

We see that the harmonic part of the conformal system (the first sum in (Conf-C)
where the Christoffel symbols Γ appear) has the form (5.11) of Theorem 5.6 while
the H-system nonlinearity are sums of terms of the form

Hi
k,ℓ(u)(∂xuk∂yuℓ − ∂xuℓ∂yuk)

which satisfies the typical form (5.12) in Theorem 5.6. Concerning the exponents:
d = 2 and |q| = 2 when ai,p,q ̸= 0, so that we compute

ν1,R := inf{(d− 2)|p|+ (d− 1)|q| − d : ai,p,q ̸= 0} = 0.

We compute the associated g for y ∈ S1 and z ∈ (TyS1)N : the expression is the
same as in the proof of Theorem 5.6 for gR, but with more simplifications. Indeed,

gi(t, y, v, w, z) = e2tfi(v, e
−t(w ⊗ y + z)).

Let us compute the term corresponding to ϖj ·ϖℓ. It writes
2∑

k=1

(ykwj + zj,k)(ykwℓ + zℓ,k) = wjwℓ +

2∑
k=1

zj,kzℓ,k.

We used that
∑2

k=1 y
2
k = 1 (as y ∈ S1) and

∑2
k=1 ykzi,k = y · zi = 0 (as zi ∈ TyS1).

Then, the term corresponding to ϖk,1ϖℓ,2 −ϖℓ,1ϖk,2 writes

(y1wk + zk,1)(y2wℓ + zℓ,2)− (y1wℓ + zℓ,1)(y2wk + zk,2)

= wk(y1zℓ,2 − y2zℓ,1) + wℓ(y2zk,1 − y1zk,2) + zk,1zℓ,2 − zℓ,1zk,2

= wkzℓ · y⊥ − wkzk · y⊥.

We used that zk,1zℓ,2 − zℓ,1zk,2 = 0 (as zk and zℓ are necessarily colinear). Notice
that for two function u , v defined on S1 ≈ R/2πZ with running point θ, we have
∇yu ·y⊥ = ∂θu and

∑2
k=1(ek ·∇yu)(ek ·∇yv) = ∇yu ·∇yv = ∂θu∂θv. In particular,

we get

gi(t, y, v, ∂tv,∇yv) = −
∑
j,ℓ

Γi
jℓ(v)∇t,θv

j · ∇t,θv
ℓ − 1

2

∑
j,ℓ

Hi
jℓ(v)∇⊥

t,θv
ℓ · ∇t,θv

j .(8.1)

This expression also allows to recover the conformal invariance of the equation.
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Let us now check (5.10). As in the proof of Theorem 5.5 (see the computations
(5.17), it suffices to verify that there holds

∥g(t, y, vL, ∂tvL,∇yvL)∥Ys−1,t
≲ e−νt,

for some ν > 0.
Now, in view of Remark 3.10, the nonlinearity g given in (8.1) satisfies the ellip-
tic null condition at each point. Hence Proposition 3.11 applies. As ∥vL∥Ys−1,t

≲
∥uL∥Z∞

s,t0
for t ⩾ t0 := ln(r0) (and the standard product law (3.2)), the improved

product law (3.4) gives

∥g(t, y, vL, ∂tvL,∇yvL)∥Ys−1,t
≲ e−2t.

In particular, due to (5.17), we see that (5.10) is satisfied with ν = 2. Hence, we can
apply our general Theorems 5.6 and 7.6 with ν = 2. For y∞ ∈ V ⊂ RN , it means
that there exists η > 0, so that for any u0 ∈ Hs(Sd−1) with ∥u0∥Hs(Sd−1) ⩽ η, we
can construct

(a) a solution of the problem with prescribed data at infinity, that is a unique
small solution u ∈ Z∞

s of (Conf-C) on R2 \B(0, 1) so that

∥u(r·)− (y∞ + uL(r·))∥Z∞
s,r

≲ r−2.

(b) a solution of the Dirichlet problem at infinity, that is a unique small solution
u ∈ Z∞

s of (Conf-C) on R2 \B(0, 1) so that

u|Sd−1 = y∞ + u0

and moreover, there exists a unique wL ∈ Z∞
s solution of ∆wL = 0 so that

∥(u− wL)(r·)∥Z∞
s,r

≲ r−2.

Concerning the problems close to zero, a similar analysis (or using conformal in-
variance of both problems) allows to apply Theorem 7.8 (since |q| = 2 for non-zero
coefficients). With the same assumptions, we can construct

(c) a solution of the Dirichlet problem close to zero, that is a unique small
solution u ∈ Z∞

s of (Conf-C) on B(0, 1) \ {0} so that

u|Sd−1 = y∞ + u0.

Item (a) answers part 2) of Theorem 1.6.
We now focus on part 1) of Theorem 1.6. For this, we need two extra independent
results. The first one is the following theorem of removable singularity; it was proved
by Sacks-Uhlenbeck [SU81] in the particular case of Harmonic maps, i.e. H = 0.
The proof, presented in the appendix, is mostly the same once we have proved the
improved regularity Theorem A.11 and an equipartition result (Lemma A.12).

Theorem 8.2. If u : B(0, 1) \ {0} −→ N is solution of (Conf-E) with finite en-
ergy, then u extends to a smooth function u : B(0, 1) −→ N , solution of the same
equation.

We will deduce from this result some decay for harmonic maps at infinity (by
conformal equivalence).

Proposition 8.3. There exists ε > 0 so that for any u solution of (Conf-C) in
R2 \B(0, 1/12) with the smallness assumption

∥∇u∥L2(R2\B(0,1/12)) + ∥u− y∞∥L∞(R2\B(0,1/12))) ⩽ ε

for one y∞ ∈ RN , then, u ∈ Z∞
s and u is the unique small solution on R2 \B(0, 1)

defined by Item (b) with u|S1 = y∞ + u0.
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In particular, there exists vL ∈ Z∞
s solution of ∆vL = 0 (with ∥vL∥Z∞

s
≲ ε) so that

∥u(r·)− (y∞ + vL(r·))∥Z∞
s,r

≲ r−2.

Proof. We consider ũ(x) = u
(

x
|x|2

)
which is also a harmonic map with the same

bound for the energy on B(0, 12) \ {0}. Theorem 8.2 implies that ũ is solution on
B(0, 12). By Proposition A.14, if ε is small enough, we have

∥∇ũ∥L∞(B(0,3/2)) ⩽ Cε and ∥ũ|S1 − y∞∥Hs(S1) ⩽ Csε.

Using Item (c), we define ṽ ∈ Z0
s small solution of (Conf-C) on B(0, 1) \ {0} and so

that ṽ|S1 = ũ|S1 = u|S1 . We claim that we have a similar smallness bound as that
for ũ on ṽ, namely

∥∇ṽ∥L∞(B(0,1)) + ∥ṽ − y∞∥L∞(B(0,1)) ⩽ Cε.

(This is not direct from being in Z0
s ). Indeed, following Theorem 7.8, we decompose

ṽ = y0 + ṽ+,L + w̃,

with ṽ+,L solution of ∆ṽ+,L = 0 and r−νw̃ ∈ Z0
s for ν = 2. The term ṽ+,L satisfies

the expected estimates since for a linear solution and s > 1,

∥∇ṽ+,L∥L∞(B(0,1)) + ∥ṽ+,L∥L∞(B(0,1)) ≲ ∥ṽ+,L(0)∥Hs(S1) .

We use Lemma 3.15 to estimate w̃. Note also that the proof of Theorem 7.8 provides
the smallness of ṽ+,L and w̃ in the norms used. We define ṽL = ṽ+,L + y0 − y∞.
Theorem 8.2 implies that ṽ can extended to a smooth solution onB(0, 1) of (Conf-C)
(there is no singularity at 0). Proposition A.15 then gives ũ = ṽ. In particular,
this implies that ũ ∈ Z0

s and therefore u ∈ Z∞
s by Lemma 3.16. Finally, denote

vL(x) = ṽL(
x

|x|2 ). This gives the expected result, due to uniqueness in the class of
small solutions in Z∞

s . □

Remark 8.4. In the above proof we perform a conformal transform so as to work
in B(0, 1): it allows to conveniently make use of the Poincaré inequality in the
uniqueness result and to get smallness in W 2,∞ using results of the existing litera-
ture [SU81] or [Sch84]. We believe however that it should be possible to complete
a proof directly in R2 \B(0, 1) without resorting to the conformal transform.

The second result is the existence of adapted coordinate charts where the Christoffel
symbols vanish at a point.

Lemma 8.5. Let y∞ ∈ N ⊂ RM , and consider πTy∞N the orthogonal projection
(with respect to the Euclidian metric of RM ) on Ty∞N . There exists a small neigh-
bourhood W of y∞ ∈ N such that Φ := πTy∞N |N∩W is a diffeomorphism to its
image (in RM ).
Moreover, if we take orthonormal coordinates on Ty∞N ⊕ Ty∞N⊥, its inverse can
be obtained writing N as a local graph

ψ(x1, . . . , xN ) = (x1, . . . , xN , ψN+1((x1, . . . , xN ), . . . , ψM (x1, . . . , xN ))

where the ψi are analytic functions. In these coordinates, we have Γi
jm(y∞) = 0,

for the Christoffel symbols.
Moreover, if u is solution of (Conf-E) on with Ω ⊂ R2 with u(Ω) ⊂ W , then Φ ◦ u
is solution of (Conf-C) on Ω.

Proof. Writing N as a local graph is classical. In these coordinates, we compute for
i = 1, . . . , N ,

ψ∗(
∂

∂xi
) =

∂ψ

∂xi
= (0, . . . , 0, 1, 0,

∂ψN+1

∂xi
, . . . ,

∂ψM

∂xi
),
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where the 1 is in position i. Note also, that by definition of the tangent space, we
have

(8.2)
∂ψℓ

∂xi
(y∞) = 0 for all i = 1, . . . , N and ℓ = N + 1, . . . ,M.

Concerning the Christoffel symbols: denoting g the metric of N in the coordinates
given by ψ, and (g−1)ij = gij its inverse, recall that

Γi
jm =

1

2

N∑
ℓ=1

giℓ (∂jgmℓ + ∂mgℓj − ∂ℓgjm) .

(see for instance [GHL04, p71]). Now,

gij = g(
∂

∂xi
,
∂

∂xj
) = δi,j +

M∑
l=N+1

(
∂ψl

∂xi

)(
∂ψl

∂xj

)
.

In view of (8.2), we infer that (∂mgij)(0) = 0 for all i, j,m ∈ J1, NK, and so
Γi
jm(y∞) = 0. □

We can now conclude the proof of Part 1) in Theorem 1.6.
We consider a harmonic map u as specified. We apply Corollary A.13 with ε small
enough so that ur0(·) = u(r0·) defined in R2\B(0, 1) is supported in some coordinate
charts of N close to y∞, and moreover satisfies

∥∇ur0∥L2(R2\B(0,1)) + ∥ur0 − y∞∥L∞(R2\B(0,1)) ⩽ ε.(8.3)

In particular, we can consider the solution of (Conf-C) with value in a single chart.
More specifically, for W ⊂ N a small neighborhood of y∞ in N we consider the
chart Φ : N ∩W → Ty∞N defined by Φ(x) = πTy∞N (x). Due to Lemma 8.5, we
see that for W small enough, Φ is a diffeomorphism to its image V = Φ(W ). In
particular, for r0 large enough, Φ ◦ ur0 = πTy∞N (ur0) with value in Ty∞N ≃ RN

is a solution of an equation of the type (Conf-C) with analytic Christoffel symbols
Γ and coefficients H, and πTy∞N (ur0) satisfies similar estimates as (8.3). We can
then apply Proposition 8.3 to πTy∞N (ur0): we obtain that πTy∞N (ur0) ∈ Z∞

s and
there exists wL ∈ Z∞

s solution of ∆wL = 0 so that

∥∥πTy∞N (ur0)(r·)− (y∞ + wL(r·))
∥∥
Z∞

s,r
=
∥∥πTy∞N (u)(r0r·)− (y∞ + wL(r·))

∥∥
Z∞

s,r
≲ r−2.

In particular, since r0 is fixed now, we can define uL(x) = wL(x/r0) so that wL(r·) =
vL(r0r·) and ∥∥πTy∞N (u)(r·)− (y∞ + uL(r·))

∥∥
Z∞

s,r/r0

≲ r−2.

It is the expected result (1.11). Moreover, the same computation gives πTy∞N (u) ∈
Zs,r0 . Note that the fact that u(x) −→

|x|→+∞
y∞ implies P0uL = 0. Under the as-

sumption P0uL = 0, the uniqueness is obtained as in other cases (this assumption
is necessary since in dimension 2, this component do not decay).
Up to now, we have only proved πTy∞N (u) is in the correct space, but we do not
control the orthogonal component. Yet, as explained in Lemma 8.5, up to some
rotation and translation, we can assume that πTy∞N = RN × {0} and N ∩W can
be parametrized by a local graph

N∩W = {(x1, . . . , xN , ψN+1(x1, . . . , xN ), . . . , ψM (x1, . . . , xN )) ; (x1, . . . , xN ) ∈ V } ,
where the ψi are analytic functions. In particular, since u(x) ∈ N , we can write

u =
(
πTy∞N (u), ψN+1(πTy∞N (u)), . . . , ψM (πTy∞N (u)

)
.

Therefore, due to Corollary 3.7, u belongs to Z∞
s,r0 .
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This completes the proof of part 1) of Theorem 1.6.
We are now concerned with part 2) of Theorem 1.6. If u0 is small, Item (a) settles
this result. If not, u0 is assumed to have zero mean, and Theorem 5.6 also concludes
for r0 large enough: we do exactly the same analysis, but in the other direction.
We first construct the solution of (Conf-C) in the tangent plane using Theorem 5.6
and then raise it to N ⊂ RM by adding the other coordinates. It is then solution
of (Conf-E). We leave the details to the reader since it is very similar to part 1).

8.3. Harmonic maps in dimension d ⩾ 3. The purpose of this section is the
proof of Theorem 1.7. We begin with a few generalities about Harmonic maps.
First, we define the weak solutions.

Definition 8.6. We say that u ∈ H1
loc(Ω,N ) is a weak solution of (HM-E) on Ω

if, for any v ∈ C∞
c (Ω,RM ), there hold

d∑
α=1

M∑
i=1

∫
|x|⩾R

∂αui∂αvi − M∑
j=1

M∑
k=1

viAi
jk(u)∂αu

j∂αu
k

 dx = 0

In fact, we will mostly work in suitable coordinate charts on the target manifold
as in the previous Section 8.2, from which we borrow the notations given in the
beginning.
For a function u with value in V , we will consider the following equation of Harmonic
maps,

∆ui +
∑
j,k

Γi
jk(u)∇uj · ∇uk = 0(HM-C)

where Γi
jk are the Christoffel symbols for the metric g in the chosen coordinate

charts. We will only consider charts where the coefficients are analytic. For simplic-
ity, we will sometimes write equation (HM-C) as

∆u+ Γ(u)(∇u,∇u) = 0.

As before, we state some results concerning the decay, convergence and uniqueness
that will be the main tool to prove that the solution is actually the one that can
be constructed by our general theorem. We begin by some result about the decay
of small solutions.

Lemma 8.7. Let d ⩾ 3. Let u ∈ C 2(Rd \ B(0, 1)) of finite energy (see (1.9))
solution of the Harmonic Maps equation (HM-E). Then, for any ε > 0, there exists
R0 > 0 and C > 0 so that we have

• |∇u(x)| ⩽ C
∥∇u∥L2(Rd\B(0,R0))

|x|d/2
⩽

ε

|x|−d/2
for all x ∈ Rd \B(0, R0),

• ∥∇u∥L2(Rd\B(0,R0))
+ ∥∇u∥Ld(Rd\B(0,R0))

+ ∥∇u∥L∞(Rd\B(0,R0))
⩽ ε.

The next results proves that the solutions has a limit at infinity.

Lemma 8.8. Under the same assumptions as Lemma 8.7, there exists u∞ ∈ N ⊂
RM so that u(x) −→

|x|→+∞
u∞. Moreover, u− u∞ ∈ Ḣ1(Rd \B(0, 1)).

The following results concerns uniqueness of small Ẇ 1,d solutions in appropriate
norms.

Proposition 8.9. Let d ⩾ 3. There exists ε > 0 (only depending on N the compact
target manifold) so that if u and v are two weak solutions in the energy space
u∞+ Ḣ1(Rd \B(0, 1)) of Harmonic Maps equation (HM-E) in Rd \B(0, 1)) so that
u = v on the unit sphere Sd−1 and we have the assumptions

∥∇u∥Ld(Rd\B(0,1)) + ∥∇v∥Ld(Rd\B(0,1)) ⩽ ε.
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Then, u = v in Rd \B(0, 1)).

The proofs of the above three statements are done in the Appendix, Section A.4.

Proof of Theorem 1.7. We first need to prove additional smallness and regularity
proved previously. Denoting uR0

(x) = u(R0x), using Lemma 8.7 we get for R0 large
enough, ∥∇uR0

∥L∞(Rd\B(0,1/2)) ⩽ CR
1−d/2
0 which can be made arbitrary small. In

particular, for R0 large enough,

∥A(uR0)(∇uR0 ,∇uR0)∥L∞(Rd\B(0,1/2)) ⩽ ε.

Moreover, with Lemma 8.8, and up to making R0 even larger, we can select u∞ ∈
N ⊂ RM so that

∥uR0
− u∞∥L∞(Rd\B(0,1/2)) ⩽ ε.

Using standard iterated elliptic regularity, we get that for any s ∈ R and small
η > 0

∥uR0
− u∞∥Hs(B(0,1+η)\B(0,1−η)) ⩽ Cs,ηε.

In particular, we have the trace estimate ∥(uR0
− u∞)|Sd−1∥Hs(Sd−1) ⩽ Csε.

Now that we have gained enough regularity and decay, we see that uR0
is actually

solutions of the equation (HM-C) in appropriate coordinates for the target manifold
N . We choose the coordinates given by the orthogonal projection on Ty∞N as in
Lemma 8.5.
We can now proceed as in Section 8.2 the other treated cases, except that we can
apply directly Theorem 5.6 and 7.6 without using the null structure (which might
hold true anyway). The equation for v = u− y∞ writes

∆v + Γ(y∞ + v)(∇v,∇v) = 0,

with Γ(y∞) = 0 (see Lemma 8.5). The quadratic nonlinearity corresponds to q ⩾ 2
and, the cancellation Γ(y∞) = 0 corresponds to p ⩾ 1. So, we get, for non zero
coefficients,

(d− 2)p+ 2(d− 1)q − d ⩾ 2(d− 2) =: ν1,R > 0.

Theorem 7.6 therefore yields the existence of a solution ũ ∈ Z∞
s of the Harmonic

map equation with the same boundary condition as uR0
− y∞ on Sd−1. We wnat

to prove that
uR0

− y∞ = ũ,

and for this, we will apply Proposition 8.9 to uR0 and y∞+ũ. Note that Proposition
8.9 applies either for formulation (HM-E) or (HM-C) in the case of regular solutions.
We need both solutions to lie in y∞ + Ḣ1(Rd \B(0, 1)) (not necessarily small), and
with gradient small in Ld(Rd \ B(0, 1)). For the constructed solution y∞ + ũ, we
claim the following inequality, for s > d

2 + 1
2 ,

∥∇ũ∥L2(Rd\B(0,1)) + ∥∇ũ∥Ld(Rd\B(0,1)) ⩽ C ∥ũ∥Z∞
s
.

Indeed, it can be obtained by combining Lemma 3.14, estimate (3.9) of Lemma 3.15
and an interpolation argument between L2 and L∞.
For the solution considered uR0

, we use Lemma 8.8 to get uR0
∈ y∞ + Ḣ1(Rd \

B(0, 1)) and Lemma 8.7 for the norm Ld of the gradient, observing the scale invari-
ance

∥∇uR0∥Ld(Rd\B(0,1)) = ∥∇u∥Ld(Rd\B(0,R0))
.

We are now in position to apply Proposition 8.9 and get uR0 = y∞+ũ. We conclude
as in dimension 2 to get (1.13), recalling that ν1,R = 2(d− 2).
Finally for the orthogonal part, as in dimension 2, we write

u = (πTy∞N (u), ψN+1(πTy∞N (u)), . . . , ψM (πTy∞N (u)).
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It is easy to see that in these coordinates, by orthogonality, we have for any j =
N + 1, . . . ,M .

ψj((x1, . . . , xN ) = O(∥(x1, . . . , xN )∥2).
Therefore, due to Corollary 3.7 with n = 2, each term ψj(πTy∞N (u)) belongs to
Zs,r0 and the orthogonal component decays like r−

d−2
2 .

Regarding the additional decay (1.14): it is obtained after applying the conformal
transform, as a consequence of the last refinement (4.23) of Theorem 4.7, with
ν = ν0 = 2(d− 2).
Part 2) (on the existence of solution with prescribed scattering data) is proved
applying Theorem 5.6 in local coordinates. □

Remark 8.10. In principle, our general theorem should allow to make an expan-
sion to any order of our solutions using the iterated versions of the Duhamel for-
mula. With the first iteration, we can recover a result of Alama-Bronsard-Lamy-
Venkatraman [ABLV23]. More precisely, it shows that u can be written

u = u0 + uharm + ucorr +O
(

1

r4

)
,

with u0 ∈ S2,

uharm =
1

r
v0 +

3∑
j=1

pj∂j

(
1

r

)
+

3∑
k,ℓ=1

ck,ℓ∂k∂ℓ∂ℓ

(
1

r

)
,

and ucorr = −|v0|2

r2
n0 −

|v0|2

6r3
v0 −

3

r

3∑
k,ℓ=1

v0 · pj∂j
(
1

r

)
n0,

with v0 and pj , j = 1, 2, 3 orthogonal to u0.
According to our description, we can divide the terms in several parts:

• u0 is our constant part y∞ at infinity
• uharm is the first sphree spherical components of our linear part uL
• − |v0|2

r2 n0 − 3
r

∑3
k,ℓ=1 v0 · pj∂j

(
1
r

)
n0 is the nonlinear correction orthogonal

to the tangent space. In coordinates (x1, x
′) so that n0 = e1, the sphere S2

can be written as a graph x1 =
√
1− |x′|2 = 1 − |x′|2

2 + O|x′|4. So up to
terms O

(
1
r4

)
, the main terms will be

1− 1

2

∣∣∣∣∣∣1r v0 +
3∑

j=1

pj∂j

(
1

r

)∣∣∣∣∣∣
2

= 1− 1

2r2
|v0|2 −

1

r

3∑
j=1

pj · v0∂j
(
1

r

)
+O(

1

r4
).

• − |v0|2
6r3 v0 is the first nonlinear tangential correction that corresponds to the

first iterate of the Duhamel formula in our setting, taking only v0
r as linear

component, i.e. it solves

−∆

(
−|v0|2

6r3
v0

)
=
v0|v0|2

r5
=
v0
r

∣∣∣∇(v0
r

)∣∣∣2 .
All the other terms of the linear part lead to more decaying terms in this
formula.

8.4. Local problem for analytic functions. The purpose of this subsection is
the proof of Theorem 1.11.
We begin by recalling the notion of Fischer decomposition and related results, we
refer to [Ren08].
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Definition 8.11. A polynomial P and a differential operator Q(D) form a Fischer
pair for the space E, and we say that (P,Q(D)) is a Fischer pair if for each f ∈ E,
there exist a unique elements q ∈ E and r ∈ E such that f = Pq+r and Q(D)r = 0.

Let BR := {x ∈ Rn : |x| < R} be the open ball in Rn with center zero and radius
0 < R ⩽ +∞, and let A(BR) be the set of all infinitely differentiable functions
f : BR 7→ C so that for any compact subset K ⊂ BR, the homogeneous Taylor
series

∑+∞
m=0 fm(x) converges absolutely and uniformly to f on K, where fm are

the homogeneous polynomials of degree m defined by the Taylor series of f .
It follows from Lemma 3.12 (sometimes called Gauss decomposition in this context)
that (|x|2,∆) is a Fischer pair for C[x1, ..., xn]. We need this result for analytic
function. It is proved in the following theorem which is a particular case of a much
more general result in [Ren08].

Theorem 8.12 (Theorem 13 of [Ren08]). Let 0 < R ⩽ +∞. Then (|x|2,∆) is a
Fischer pair for A(BR).

A(BR) seems to have naturally a structure of Fréchet space while it would seem
preferable to deal with normed spaces. We will use the following space and norm
for analytic functions on Rd. For R > 0, we say that f ∈ A(R) if, for |x| ⩽ R, it
can be written as its Taylor expansion

f(x) =
∑
α∈Nd

1

α!

∂αf

∂xα
(0)xα

with

∥f∥A(R) =
∑
α∈Nd

1

α!

∣∣∣∣∂αf∂xα
(0)

∣∣∣∣R|α| < +∞.

With these notations, we have A(R) ⊂ A(BR) ⊂ A(cdR) for some constant cd >
only depending on the dimension. To prove the last embedding, notice that due to
[Ren08, Lemma 22] (actually quoting [Sic74, Lemma 1]), any function f in A(BR)

can be extended holomorphically to some domain of Cd containing BCd(0, R/
√
2).

In particular, f is also holomorphic in the polydisc BC(0, R/
√
2d)d ⊂ BCd(0, R/

√
2).

The Cauchy inequality for polydiscs (see for instance [H9̈0, Theorem 2.2.7]) gives∣∣∣∂αf
∂xα (0)

∣∣∣ ⩽ C α!
(R/

√
2d)|α| . This gives f ∈ A(cdR) for cd < (1/

√
2d).

Proposition 8.13. Assume f ∈ A(R) is an analytic function around 0 of radius
R > 1, then, u ∈ Z0

s with

∥f∥Z0
s
⩽ C(R) ∥f∥A(R) .

Proof. We write for |x| ⩽ 1 < R

f(x) =
∑
α∈Nd

1

α!

∂αf

∂xα
(0)xα

We can write using the second estimate in Lemma 3.13,

∥f∥Z0
s
⩽
∑
α∈Nd

1

α!

∣∣∣∣∂αf∂xα
(0)

∣∣∣∣ ∥xα∥Z0
s
⩽ C(R) ∥f∥A(R)

with C(R) = supα∈Nd ⟨|α|⟩s+2
R−|α| which is finite for any R > 1. □

Lemma 8.14. Let f ∈ A(BR) for R > 1. Let f = fL + |x|2q with ∆fL = 0 and
fL, q ∈ A(BR) be the Fischer decomposition of f for (|x|2,∆) and A(BR). Then,
we have, for any 0 < r ⩽ 1,

∥f(r·)− fL(r·)∥Z0
s,r

⩽ Cr2.
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where C depends on R and f .

Proof. Select R̃ = cdR so that A(BR) ⊂ A(R̃) and f , fL and q are in A(R̃). Then,
we write

∥f(r·)− fL(r·)∥Z0
s,r

=
∥∥r2q(r·)∥∥

Z0
s,r

= r2 ∥q(r·)∥Z0
s,r

⩽ r2 ∥q∥Z0
s
⩽ C(R̃)r2 ∥q∥A(R̃)

where we have used Proposition 8.13 for the last estimate. □

Proof of Theorem 1.11. The first part is a direct application of known results on
Fischer decomposition. Indeed, it is known that C0 solutions are actually smooth
and also analytic (see for instance [Fri58])in B(0, 1). In particular, they belong to
A(BR) for some R > 0. By Theorem 8.12, there exists uL and q in A(BR) so that
(1.15) is satisfied.
For the converse, let uL be a bounded solution. Up to rescaling (by a factor 2 for
instance), we can assume that uL|Sd−1 is in Hs(Sd−1). We can therefore apply The-
orem 6.2 and there exist r0 ⩽ 1 and a unique u ∈ Z0

s,r0 solution of ∆u = f(u)

on B(0, r0) \ {0} so that ∥(u− uL)(r·)∥Z0
s,r/r0

≲ r2. Due to Lemma A.1 in the
Appendix, u is also an analytic solution in the classical sense on B(0, r0/2). We
can therefore apply Theorem 8.12 to u to get that there exist ũL and g̃ analytic
on B(0, r0/2) so that ∆ũL = 0 and u = ũL + |x|2g̃. Lemma 8.14 gives after scal-
ing ∥(u− ũL)(r·)∥Z0

s,r/3r0

⩽ Cr2. In particular since Z0
s,r/3r0

⊂ Z0
s,r/r0

, we obtain

∥(uL − ũL)(r·)∥Z0
s,r/3r0

⩽ Cr2. From Lemma 2.1, we conclude that uL = ũL on

B(0, r0/3). In particular, u = uL + |x|2g̃ with g̃ analytic in B(0, r0/3), which is the
desired result. □

Appendix A. Various estimates about the applications

A.1. A continuation result.

Lemma A.1. Let d ⩾ 2 and r0 > 0.
1) Let u ∈ L∞(B(0, r0)) solution of ∆u = f on B(0, r0) \ {0} in the distributional
sense for some f ∈ Lp(B(0, r0)) for p > d

2 . Then, it is solution in B(0, r0) in the
distributional sense.
2) Assume that s > d

2 −
1
2 and u ∈ Z0

s,r0 satisfies ∆u = f(u) on B(0, r0)\{0} in the
distributional sense, where f is analytic. Then, u is solution ∆u = f(u) in B(0, r0)
in the distributional sense and is therefore analytic.
3) Assume d = 2 and u ∈ L∞(B(0, r0)) is a solution of (Conf-E) on B(0, r0) \ {0}
and so that ∇u, viewed as a distribution of B(0, r0)\{0}, belongs to Lq(B(0, r0)\{0})
for some q > 2. Then u solves (Conf-E) on B(0, r0) and is analytic.

Proof. 1) To simplify the exposition, we assume r0 = 1, and p < +∞ (p = +∞ is in
fact a stronger assumption). Consider v = ∆u−f ∈ D ′(B(0, 1)): it is a distribution
supported in 0 and so can be writen

v =
∑

|α|⩽N

cα∂αδ0,

where N ∈ N and cα are constants. Denote G = gd
|x|d−2 ∈ L1(B(0, 1)) ⊂ D ′(B(0, 1))

(or − 1
2π ln |x| if d = 2) the Green function: −∆G = δ0. Define the distribution

h = −
∑

|α|⩽N cα∂αG. Then

∆h =
∑

|α|⩽N

cα∂αδ0 = v = ∆u− f in D ′(B(0, 1)).

Let w be the solution of ∆w = f on B(0, 1) and w = 0 on Sd−1. Since f ∈
Lp(B(0, 1)), for some 1 < p < +∞, w ∈W 2,p(B(0, 1)) by elliptic regularity (see for
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instance [GT01, Theorem 9.15]). Since p > d/2, the Sobolev embedding gives that
w ∈ L∞(B(0, 1)) (and in fact has some Hölder regularity).
Let r = u− h− w. We have

∆r = ∆u− (∆u− f)− f = 0 in D ′(B(0, 1)).

In particular, r ∈ C∞(B(0, 1/2) ⊂ L∞(B(0, 1/2)), and so h = u − r − w ∈
L∞(B(0, 1/2)). To finish, it suffices observe the:

Claim: Assume h ∈ L∞(B(0, 1/2)) can be written h = −
∑

|α|⩽N cα∂αG (where
cα are constants), then cα = 0 for all α and h = 0 in D ′(Rd).

The claim immediately implies that v = 0 and so ∆u = f in D′(B(0, 1)). We
postpone the proof of the claim after the other items, which are consequences of 1).

2) Using Lemma 3.15, we can extend u to B(0, 1) with u ∈ Z0
s ⊂ L∞(B(0, 1)) ⊂

D′(B(0, 1)). Since f(u) ∈ L∞(B(0, 1)), elliptic regularity gives u ∈W 2,p(B(0, 1/2))
for any 1 ⩽ p < +∞. We can then iterate to prove that u is smooth and then
analytic by classical analytic regularity, see [Fri58].

3) The regularity result of Rivière gives the result once we have proved that u is
a solution of (Conf-E) on B(0, r0) (or we bootstrap the estimates). Now, as f is
only quadratic in ∇u, and from the assumptions, we actually have f(u,∇u) ∈ Lq/2,
with q/2 > 1. We can conclude using 1).

This finishes the proofs up to the verification of the Claim, which we do now.
As h ∈ C∞(Rd \ {0} ∩ L∞(B(0, 1/2)), we can consider, for ω ∈ Sd−1, the function
hω : t 7→ h(tω). Then hω ∈ C∞(R \ {0} ∩ L∞((−1/2, 1/2)).
Assume d ⩾ 3 for the moment. In view of the formula for G, we can write hω(t) =∑(d−2)+N

k=d−2
ck
tk

for t > 0 and for some constants ck ∈ C (which may depend on ω).
Considering the asymptotics close to 0, as hω is bounded close to 0, we infer that
ck = 0 for all k. In particular, hω = 0 on (−1/2, 1/2 \ {0}. Now this is true for all
ω ∈ Sd−1, hence h(x) = 0 for all x ∈ B(0, 1/2) \ {0}. As h ∈ L∞(B(0, 1/2) and is
analytic on Rd \ {0}, h = 0 in D ′(Rd).
The case d = 2 is similar taking precaution with the value α = 0 which contains
the term c0 ln |x|. But the asymptotics close to 0 imply the same result.
So, we have obtained h = 0. In particular, in the sense of distribution of B(0, 1),
we have 0 = ∆h =

∑
|α|⩽N cα∂αδ0. By the uniqueness of this decomposition, we

get cα = 0. □

A.2. Some estimates for semilinear equations. We recall the following classi-
cal fact.

Lemma A.2. Assume that d ⩾ 3, q = 2∗− 1 and u ∈ Ḣ1({|x| ⩾ R}) is solution of

∆u = κuq on {|x| ⩾ R}.

(in the sense of Definition 8.1; if q is not an integer, we write uq for either |u|q−1u
or |u|q). Then, we have

∀v ∈ Ḣ1
0 (|x| ⩾ R),

∫
{|x|⩾R}

∇u · ∇v dx+ κ

∫
|x|⩾R

uqv dx = 0.(A.1)

Proof. Due to Sobolev embedding, u ∈ L2∗({|x| ⩾ R}) so that uq ∈ L(2∗)′({|x| ⩾
R}), and v 7→

∫
|x|⩾R

uqvdx is a continuous linear form on Ḣ1
0 ({|x| ⩾ R}). We can

conclude by density of C∞
c ({|x| > 1}) in Ḣ1

0 ({|x| ⩾ 1}. □

Proposition A.3. Assume d ⩾ 3 and q > 1. Then, there exists a universal constant
εd,q > 0 so that if ui ∈ Ḣ1({|x| ⩾ 1}) , i = 1, 2 both satisfy
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• ∆ui = κuqi on {|x| ⩾ 1} in the sense of Definition 8.1 for some κ with
|κ| ⩽ 1,

• u1 = u2 on {|x| = 1},
• ∥u1∥

L
d(q−1)

2 (|x|⩾1)
+ ∥u2∥

L
d(q−1)

2 (|x|⩾1)
⩽ ε,

then u1 = u2.

Proof. The result is certainly classical, but we provide a short proof for self con-
tainedness. Consider r = u1 − u2: its satisfies −∆r = V r on {|x| ⩾ 1}, where

|V (x)| ⩽ Cq

(
|u1(x)|q−1 + |u2(x)|q−1

)
.

That is ∫
|x|⩾1

∇r · ∇v dx =

∫
|x|⩾1

V rv dx

for any v ∈ C∞
c ({|x| > R}). Since r ∈ Ḣ1

0 ({|x| ⩾ 1}), we can pick vn ∈ C∞
c ({|x| >

R}) so that ∥∇r −∇vn∥L2 → 0. This gives the convergence of the first term to∫
|x|⩾1

|∇r|2dx. For the second term, using the bound on V , Hölder estimates with

1

2∗
+

1

2∗
+

2

d
= 2

(
1

2
− 1

d

)
+

2

d
= 1,

and Sobolev embedding (3.8), we get∣∣∣∣∣
∫
|x|⩾1

V rvn(x)dx

∣∣∣∣∣ ⩽ ∥r∥L2∗ (|x|⩾1) ∥vn∥L2∗ (|x|⩾1) ∥V ∥
L

d
2 (|x|⩾1)

⩽ Cd,q ∥r∥L2∗ (|x|⩾1) ∥vn∥L2∗ (|x|⩾1) (∥u1∥
q−1

L
d(q−1)

2 (|x|⩾1)
+ ∥u2∥q−1

L
d(q−1)

2 (|x|⩾1)
)

⩽ Cd,q ∥∇r∥L2(|x|⩾1) ∥∇vn∥L2(|x|⩾1) ε
q−1.

In particular, after passing to the limit, we get∫
{|x|⩾1}

|∇r|2dx ⩽ Cd,q ∥∇r∥2L2(|x|⩾1) ε
q−1.

If Cd,qε
q−1 < 1, this yields ∇r = 0 and then r = 0. □

The following Lemma is a quantified version of the regularity result of Trudinger
[Tru68, Theorem 3]. We follow the original proof, tracking the estimates.

Lemma A.4. Assume q = 2∗ − 1. There exists ε0 > 0 and C > 0 so that for any
real valued u ∈ Ḣ1({|x| ⩾ 1/2}) solution of ∆u = κuq on {|x| ⩾ 1/2}, with |κ| ⩽ 1
and so that

ε := ∥u∥L2∗ ({|x|⩾1/2}) ⩽ ε0,

then we have, for p = (2∗)2

2 = 2d2

(d−2)2 > 2∗,

∥u∥Lp({|x|∈(3/4,3/2)}) ⩽ Cε.

Proof. We denote α = 2∗/2, β = 2∗ − 1 and notice β > 1, α = β+1
2 ∈ (1, β). For

any any (large) L > 0, we define the Lipschitz functions on R

GL(t) =


0 if t ⩽ 0
tβ if 0 ⩽ t ⩽ L
Lα−1

(
αLα−1t− (α− 1)Lα

)
if t > L

FL(t) =

 0 if t ⩽ 0
tα if 0 ⩽ t ⩽ L
αLα−1t− (α− 1)Lα if t > L
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They satisfy for every t ∈ R (except for t ∈ {0, L} for (A.2)) and uniformly in
L > 0,

(F ′
L(t))

2
⩽ αG′

L(t)(A.2)

(FL(t))
2 ⩾ tGL(t)(A.3)

GL(t) ⩽ |t|β , FL(t) ⩽ |t|α(A.4)

GL(t) ⩽
1√
α

√
G′

L(t)FL(t)(A.5)

Denote u = max(u, 0). Let η ∈ C∞
0 ({|x| ∈ (1/2, 2)}) non negative nonnegative

values, so that η(x) = 1 when |x| ∈ [3/4, 3/2]. Then v := η2GL(u) = η2GL(u) ∈
Ḣ1 ∩ L2∗+1({|x| ⩾ 1/2}), and

∇v = η2G′
L(u)∇u+ 2GL(u)η∇η.

According to Lemma A.2, we can now substitute the test function v in (A.1) to get

0 =

∫
|x|⩾1/2

η2G′
L(u)|∇u|2 + 2

∫
|x|⩾1/2

ηGL(u)∇u · ∇η + κ

∫
|x|⩾1/2

η2GL(u)u
q

So, noticing that GL(u)u
q = GL(u)u

q and using (A.5) and then Cauchy-Schwarz,
we get∫

|x|⩾1/2

η2G′
L(u)|∇u|2

⩽
2√
α

∫
|x|⩾1/2

η
√
G′

L(u)FL(u) |∇u| |∇η|+
∫
|x|⩾1/2

η2GL(u)u
q

⩽
1

2

∫
|x|⩾1/2

η2G′
L(u)|∇u|2 +

2

α

∫
|x|⩾1/2

(FL(u))
2 |∇η|2 +

∫
|x|⩾1/2

η2GL(u)u
q.

We now bound separately the three terms of the right-hand side. For the first one,
for a constant C = C(η, α),∫

|x|⩾1/2

η2G′
L(u)|∇u|2 ⩽ C

∫
|x|∈(1/2,2)

(FL(u))
2
+ C

∫
|x|⩾1/2

η2GL(u)u
q.

Using that ∇(FL(u)) = F ′
L(u)∇u and (A.2), we get∫

|x|⩾1/2

|η∇(FL(u))|2 =

∫
|x|⩾1/2

η2(F ′
L(u))

2|∇u|2 ⩽ α

∫
|x|⩾1/2

η2G′
L(u)|∇u|2.

Concerning the third term, we use (A.3) to get∫
|x|⩾1/2

η2GL(u)u
q ⩽

∫
|x|⩾1/2

η2 (FL(u))
2
uq−1.

Summing up, at that point, we have proved∫
|x|⩾1/2

|η∇(FL(u))|2 ⩽ C ∥FL(u)∥2L2(|x|∈(1/2,2)) + C

∫
|x|⩾1/2

η2 (FL(u))
2
uq−1

⩽ C ∥FL(u)∥2L2({|x|∈(1/2,2)}) + C ∥ηFL(u)∥2L2∗ ∥u∥q−1

L2∗ ({|x|⩾1/2}) ,(A.6)

where we have used Hölder inequality using that 2
2∗ +

q−1
2∗ = 1. Now, using Sobolev

embeding for ηFL(u), we get

∥ηFL(u)∥2L2∗ ({|x|⩾1/2}) ⩽ C ∥∇ (ηFL(u))∥2L2({|x|⩾1/2})

⩽ C ∥η∇FL(u)∥2L2 + C ∥(∇η)FL(u)∥2L2

⩽ C ∥η∇FL(u)∥2L2 + C ∥FL(u)∥2L2(|x|∈(1/2,2)) .
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So, combining with (A.6) and using ∥u∥L2∗ (|x|⩾1/2) = ε ⩽ 1, we get

(1− Cεq−1) ∥ηFL(u)∥2L2∗ ⩽ C ∥FL(u)∥2L2(|x|∈(1/2,2)) .

Finally, using (A.4) which holds uniformly in L, for ε ⩽ (2C)−
1

q−1 , we get uniformly
in L > 0

∥ηFL(u)∥2L2∗ ⩽ C ∥u∥2αL2α(|x|∈(1/2,2)) = Cε2α.

(recall α = 2∗/2). This estimate is uniform in L: letting L→ +∞, we obtain,

∥ηuα∥2L2∗ ⩽ Cε2α.

Replacing u by −u, we obtain the same result for u and an estimate

∥u∥2αL2∗α(|x|∈(3/4,3/2)) ⩽ Cε2α. □

Remark A.5. Note that a quite twisted way to prove the previous result of Lemma
A.4 would be to use Strichartz estimates for the non linear wave equation outside
the translated cone. Indeed, a solution of ∆u = κuq on |x| ⩾ 1/2) is also a constant
solution □u = κuq on |x| ⩾ t+1/2). This should prove that u ∈ Lp for some p > 2∗.

Proposition A.6 (Trace regularity). For any s > 0, there exists Cs > 0, given u
under the conditions of Lemma A.4 with q ∈ N, u|Sd−1 ∈ Hs(Sd−1) and ∥u|Sd−1∥Hs(Sd−1) ⩽
Csε.

Proof. We will need a (finite) sequence of decreasing domains around Sd−1. Define
Ωn = {|x| ∈ (1− 1/(n+ 4), 1 + 1/(n+ 4))} so that Ωn+1 ⋐ Ωn and Sd−1 ⊂ Ωn.
The previous Lemma A.4 gives ∥u∥Lp0 (Ω0)

⩽ Cε with p0 = (2∗)2

2 > 2∗. In particular,
∥uq∥Lp0/q(Ω0)

⩽ Cεq with 1 < p0

q < +∞, and we are in position to use elliptic
regularity. Using the equation, we get

∥u∥W 2,p0/q(Ω1)
⩽ C ∥∆u∥Lp0/q((Ω0)

+ C ∥u∥Lp0q(Ω0)

⩽ C ∥uq∥Lp0/q(Ω0)
+ C ∥u∥Lp0q(Ω0)

⩽ C ∥u∥qLp0 (Ω0)
+ C ∥u∥Lp0 (Ω0)

⩽ Cε.

By Sobolev embedding, we get ∥u∥Lp1 (Ω1)
⩽ Cε with p1 = p0d

qd−2p0
, except if qd ⩽

2p0 in which case we get the same estimate for any 1 ⩽ p1 < +∞. We get p1

p0
> 1+δ

(δ > 0) if and only if p0 > qd
2 − d

2(1+δ) , which is the case for δ sufficiently small.
Then, we can iterate the previous process with some increasing sequence pi with
pi+1 ⩾ (1+ δ)pi to get that for any i ∈ N, there exists Ci so that ∥u∥Lpi (Ωi)

⩽ Ciε.
Fix j so large that pj/q > d. Using once again the equation, we get ∥u∥

W 2,pj/q(Ωj+1)
⩽

Cjε, and since pj/q > d, Sobolev embedding implies that

∥u∥C1(Ωi)
⩽ Cε.

In particular, ∥uq∥C 1(Ωi)
⩽ Cεq and using again the equation and elliptic regularity,

∥u∥W 2,r(Ωj+2)
⩽ Crε for any 1 ⩽ r < +∞. Choose r > d ⩾ 2 so that W k,r is an

algebra for all k ∈ N, then using repetitively the equation and elliptic regularity,
we infer that k ∈ N,

∥u∥Wk,r(Ωi+2+k)
⩽ Cr,kε.

In particular, for all s > 0 integer, ∥u∥Hs+1/2(Ωi+3+s)
⩽ Csε and we get the result

by trace estimates. □

The previous results were about the energy critical equation. We now obtain similar
result for more gene general pure power nonlinearities, but under a much stronger
assumption of small L∞ norm. We only sketch the proof.
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Proposition A.7 (Trace regularity). Let q ∈ N∗. Then, for any s > 0 and R0 > 0,
there exists C > 0 so that for any u ∈ Ḣ1({|x| ∈ (1/2, 2)}), solution of ∆u = κuq

on {|x| ∈ (1/2, 2)} and so that

ε := ∥u∥L∞(|x|∈(1/2,2)) ⩽ R0,

then u|Sd−1 ∈ Hs(Sd−1) and ∥u|Sd−1∥Hs(Sd−1) ⩽ Cε.

Proof. By elliptic regularity and using the equation, we get for any 1 < p < +∞
∥u∥W 2,p(Ω1)

⩽ C ∥∆u∥Lp((Ω0)
+ C ∥u∥Lp(Ω0)

⩽ C ∥uq∥L∞(Ω0)
+ C ∥u∥L∞(Ω0)

⩽ C(R0)ε.

We can them iterate as before to get the expected result. □

Lemma A.8. Assume d ⩾ 3 and q ∈ N∗. Let u ∈ L∞({|x| ⩾ 1}) be a solution of
∆u = κuq on {|x| ⩾ 1} and assume that there exists C > 0 so that

∀|x| ⩾ 1, |u(x)| ⩽ C|x|−(d−2).

Then, there exists C ′ > 0 and R ⩾ 2 so that u ∈ Ḣ1({|x| ⩾ R}) and

∀|x| ⩾ R, |∇u(x)| ⩽ C ′|x|−d+1.

Proof. For x0 ∈ Rd, we will use the rescaled and translated solution ux0(x) =

|x0|
2

p−1u(x0 − |x0|x). For |x0| ⩾ 2, it is solution of the same equation on B(0, 1/2)

with ∥ux0∥L∞(B(0,1/2)) ⩽ C2d−2|x0|
2

p−1−(d−2). We will use the following Claim.

Claim: Let v be a solution of ∆v = κvp on B(0, 1/2) with ∥v∥L∞(B(0,1/2)) ⩽ 1.
Then, ∇v is bounded on B(0, 1/4) and there exists a constant D so that

∥∇v∥L∞(B(0,1/4)) ⩽ D ∥v∥L∞(B(0,1/2)) .

The Claim is classical by elliptic estimates, we omit the proof.
Let R so large that C2d−2R

2
p−1−(d−2) ⩽ 1. We apply it to ux0

and obtain that
|∇ux0(0)| ⩽ C|x0|

2
p−1−(d−2), that is

|∇u(x0)| ≤ C|x0|−d+1.

This holds uniformly for |x0| ⩾ R. This implies ∇u ∈ L2({|x| ⩾ 2}), since d > 2.
Note also that the decay |u(x)| ⩽ C|x|−(d−2) also implies u ∈ L2∗({|x| ⩾ 1}), so
that u ∈ Ḣ1({|x| ⩾ R}). □

A.3. Conformal equations in dimension 2. In all this section, we are in dimen-
sion d = 2 and consider solutions of equations of the type (Conf-E). We gather some
already known facts and also some results that are quite classical consequences of
them. For some of them, the results are already written for Harmonic maps, but
we did not find the exact similar statement for equation (Conf-E). We refer to
[H0́2, HW08, Sch84] for books or survey on Harmonic maps.
It has been noticed by Rivière (see the proof of [Riv07, Theorem 1.2.]) that if u is
solution of (Conf-E), then, it is also solution of −∆u = Ω · ∇u (scalar product in
R2)6 with Ω = (Ωi

j)1⩽i,j⩽M defined by

Ωi
j = −

M∑
ℓ=1

(
Ai

jℓ(u)−Aj
iℓ(u)

)
∇uℓ + 1

4

M∑
ℓ=1

(
Hi

jℓ(u)−Hj
iℓ(u)

)
∇⊥uℓ

which satisfies Ωi
j = −Ωj

i . This is a consequence of the fact that Hi
jℓ = −Hj

iℓ and
we have

∑M
j=1A

j
iℓ(u)∇uj = ⟨A(u)(ei, eℓ),∇u⟩ = 0 (the last scalar product being

on RM ) since A(u)(ei, eℓ) ⊥ TuN and ∇u ∈ (TuN )2.

6That is −∆ui =
∑M

j=1 Ω
j
i · ∇uj =

∑M
j=1

(
Ωj

i,1∂xuj +Ωj
i,2∂yuj

)
for i = 1, . . . ,M .
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In particular, if ∇u ∈ L2(B(0, 1)), we have Ω ∈ L2(B(0, 1), so(M) ⊗ R2) together
with ∥Ω∥L2(B(0,1)) ⩽ C ∥∇u∥L2(B(0,1)).
The result of Rivière [Riv07] combined with the result of Giusti-Miranda and Mor-
rey (see Theorem 9.8 of [GM12] for the Hölder continuity of the gradient which can
be iterated by Schauder estimates) provides the following regularity result. This
followed an earlier result of Hélein [Hél91] for Harmonic maps.

Theorem A.9. Any u ∈ H1(B(0, 1),N ) weak solution of (Conf-E) is smooth.

We have the following result of Rivière [Riv07] (we found it written in this way in
[LR14, Theorem 3.2.]) and [ST13]:

Proposition A.10. [Riv07] There exists ε0 > and Cp only depending on p ∈ N∗

so that for every Ω ∈ L2(B(0, 1), so(M) ⊗ R2) with ∥Ω∥L2(B(0,1)) ⩽ ε0 and every
u ∈W 1,2(B(0, 1)) solution of −∆u = Ω · ∇u, we have

∥∇u∥Lp(B(0,1/4)) ⩽ Cp ∥∇u∥L2(B(0,1)) .

We immediately obtain the following result (also written in [Lau17, Lemma 4.3]).
The statement was also obtained for Harmonic maps in [SU81].

Theorem A.11. Suppose that u ∈ H1(B(0, r),N ) is a solution of (Conf-E). There
exists ε > 0 and C > 0 depending only on N and ω such that if∫

B(0,r)

|∇u(x)|2dx ⩽ ε,

then u satisfies the inequality

sup
x∈B(0,r/8)

|∇u(x)|2 ⩽ Cr−2

∫
B(0,r)

|∇u(x)|2dx.

Proof. By scaling, we need to prove it only for r = 1. Fix an integer p > 2. The
equation and Proposition A.10 give

∥∆u∥Lp(B(0,1/4)) ⩽ C ∥∇u∥2L2p(B(0,1/4)) ⩽ Cp ∥∇u∥2L2(B(0,1)) .

Let χ ∈ C∞
c (B(0, 1/4)) equal to 1 on B(0, 1/8) and denote

uB1/4
=

1

|B(0, 1/4)|

∫
B(0,1/4)

u(x)dx.

Applying elliptic estimates to the compactly supported function v = χ(u− uB1/4
),

the Poincaré-Wirtinger inequality and our previous bounds, we get

∥v∥W 2,p(B(0,1/4)) ⩽ C ∥∆v∥Lp(B(0,1/4))

⩽ C
(
∥∆u∥Lp(B(0,1/4)) + ∥∇u∥Lp(B(0,1/4)) +

∥∥u− uB1/4

∥∥
Lp(B(0,1/4))

)
⩽ C

(
∥∆u∥Lp(B(0,1/4)) + ∥∇u∥Lp(B(0,1/4))

)
≲p (

√
ε+ 1) ∥∇u∥L2(B(0,1)) ,

Since p > 2, the Sobolev inequality gives

∥∇u∥L∞(B(0,1/8)) = ∥∇v∥L∞(B(0,1/8) ⩽ ∥v∥W 2,p(B(0,1/4)) .

This gives the expected result. □

The following equality is an equipartition result for solutions of (Conf-E) on B(0, 1)\
{0}, in the energy space. This was proved for Harmonic maps in [SU81, Lemma 3.5]
using the holomorphy of the Hopf differential u2x + u2y + iux · uy. We prove it here
by a Pohozahev type identity, following Laurain-Riviere [LR14]; there it is proved
for solutions on the full B(0, 1) (see also (VII.14) in [Riv12] for the harmonic case).
So, we have to be careful about the cutoff introduced to avoid the point 0 where u
might not be solution.
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Lemma A.12. Let u ∈ C 2(B(0, 1) \ {0},N ) with finite energy on B(0, 1), and
solution of (Conf-E). Then, for any 0 < r ⩽ 1, we have∫

S1
|∂θu(rθ)|2 dθ = r2

∫
S1
|∂ru(rθ)|2 dθ.(A.7)

Proof. By scaling, we suffices to prove the result for r = 1. The key property is the
orthogonality when f is as in (Conf-E), which holds pointwise on B(0, 1) \ {0}

0 = ⟨∂xu, f(u,∇u)⟩RM = ⟨∂yu, f(u,∇u)⟩RM .(A.8)

Indeed, A(u)(∇u,∇u) ⊥ TuN and ∂xu, ∂yu ∈ TuN at each point of B(0, 1) \ {0}.
For the H, it is a consequence of (1.10), which gives

⟨∂xu,H(u)(∂xu, ∂yu)u⟩RM = dω̃u(x)(∂xu, ∂xu, ∂yu) = 0.

The same holds for ∂yu.
Define now the vector fields

X = x∂x + y∂y and Xn = (1− χ)(n·)X,
where χ ∈ C∞

c (R2) equals 1 near zero. We claim that, for any function w ∈
C 2(B(0, 1) \ {0},R) with finite energy, we have

lim
n→+∞

∫
B(0,1)

∆wXn · ∇w dx =

∫
∂B(0,1)

|∂rw|2 dσ − 1

2

∫
∂B(0,1)

|∇w|2 dσ(A.9)

Let us assume that is holds for now, and complete the proof. Due to (A.8),
M∑
i=1

∆ui∂xui =

M∑
i=1

∆ui∂yui = 0 on B(0, 1) \ {0},

and so, as any singularity in 0 is voided by Xn,
M∑
i=1

∆uiXn · ∇ui on B(0, 1).

We integrate on B(0, 1): using (A.9) with w = ui for each i, we can let n → +∞
to get

0 =

∫
∂B(0,1)

|∂ru|2 dσ − 1

2

∫
∂B(0,1)

|∇u|2 dσ.

Finally remark that |∇u|2 = |∂ru|2 + |∂θu|2 on ∂B(0, 1), so that we obtained (A.7)
for r = 1, as desired.
It remains to prove (A.9). We obtain by integration by parts on B(0, 1):

∫
B(0,1)

∆wXn · ∇w dx =

∫
∂B(0,1)

∂nwXn · ∇w dσ −
∫
B(0,1)

∇w · ∇(Xn · ∇w) dx.

This leads to compute the following two terms

∇w · ∇(Xn · ∇w) = d(Xn · ∇w)(∇w) = D∇wXn · ∇w +Xn ·D∇w∇w
= D∇wXn · ∇w + Hess(w)(Xn,∇w),

div
(
Xn

|∇w|2

2

)
= Xn · ∇|∇w|2

2
+ div(Xn)

|∇w|2

2

= Hess(w)(Xn,∇w) + div(Xn)
|∇w|2

2
.

For our specific choice of Xn, we have

D∇wXn · ∇w = (1− χ)(n·)|∇w|2 − n(∇χ(n·) · ∇w)(X · ∇w)
and div(Xn) = 2(1− χ)(n·) + n∇χ(·) ·X.

71



So, we obtain∫
B(0,1)

∆wXn · ∇w dx =

∫
∂B(0,1)

∂nwXn · ∇w dσ −
∫
B(0,1)

div
(
Xn

|∇w|2

2

)
dx

+

∫
B(0,1)

[(n
2
∇χ(n·) ·X

)
|∇w|2 + n(∇χ(n·) · ∇w)(X · ∇w)

]
dx.

Since ∇w ∈ L2(B(0, 1)) and n|X||∇χ(n·)| is uniformly bounded, we get by domi-
nated convergence that the last integral converges to zero. For the first two terms
of the right hand side, we use the definition of Xn and integration by parts, and we
get that for each n,∫

∂B(0,1)

∂nwXn · ∇w dσ −
∫
B(0,1)

div
(
Xn

|∇w|2

2

)
dx

=

∫
∂B(0,1)

|∂rw|2 dσ − 1

2

∫
∂B(0,1)

|∇w|2 dσ.

which gives our claim (A.9). □

We can now give the proof of removable singularity. The proof follows [SU81, The-
orem 3.6] which was performed for Harmonic maps.

Proof of Theorem 8.2. By scaling, since u is of finite energy, we can assume without
loss of generality that u is defined and a solution of (Conf-E) on B(0, 2) \ {0} and
furthermore satisfies the smallness condition

δ2 :=

∫
B(0,2)

|∇u(x)|2dx ⩽ min(1/5, ε),

where ε is given by Theorem A.11.
Step 1. Let q be a radial function of the form a log(|x|) + b on each annulus of the
form 2−m ⩽ |x| < 2−m+1 (m ∈ N) so that q(2−m) = 1

2π

∫
S1 u(2

−mθ)dθ. We claim
that

∀x ∈ B(0, 1) \ {0}, |q(x)− u(x)| ⩽ C ∥∇u∥L2(B(0,2)) .(A.10)

Indeed, for 2−m ⩽ |x| ⩽ 2−m+1, we have, since q is monotonous on this interval as
a variable of r = |x|,

|q(x)− u(x)| ⩽ |q(x)− q(2−m+1)|+ |q(2−m+1)− u(x)|
⩽ |q(2−m)− q(2−m+1)|+ |q(2−m+1)− u(x)|.

Note that using a finite suitable covering of the annulus, Theorem A.11 also gives
uniformly for 0 < r ⩽ 1

sup
|x|=r

|∇u(x)|2 ⩽ Cr−2

∫
B(0,2r)\B(0,r/2)

|∇u(x)|2dx.(A.11)

So, we get, for all m ∈ N∗,

max
{
|u(x)− u(y)|; 2−m ⩽ |x|, |y| ⩽ 2−m+1

}
⩽ 2−m+1 max

2−m⩽|x|⩽2−m+1
|∇u(x)|

⩽ C ∥∇u∥L2(B(0,2)) .

In particular, taking y = 2−m+1θ and integrating in θ ∈ S1, we get

|q(2−m+1)− u(x)| ⩽ C ∥∇u∥L2(B(0,2)) .

Similarly, taking y = 2−m+1θ, x = 2−mθ and integrating in θ ∈ S1, we get

|q(2−m)− q(2−m+1)| ⩽ C ∥∇u∥L2(B(0,2)) .

Summing up the above two bounds, we obtained (A.10).
72



Step 2. For all r ∈ (0, 1], there hold

(1− 2δ)

∫
B(0,r)

|∇u|2 dx ⩽ r ∥∇u∥2L2(∂B(0,r)) .(A.12)

By dilation, (and as δ = ∥∇u∥B(0,2) ⩾ ∥∇u∥B(0,2r) for r ⩽ 1), it suffices to prove it
for r = 1.
Using Lemma A.12 (observe that u is smooth on B(0, 1)\{0} due to Theorem A.9),
we get for any 0 < r ⩽ 1,∫

S1
|∂θu(rθ)|2 dθ = r2

∫
S1
|∂ru(rθ)|2 dθ,

and after integrating in r,∫
B(0,1)

|∂θu(x)|2

|x|2
dx =

∫
B(0,1)

|∂ru(x)|2 dx =
1

2

∫
B(0,1)

|∇u(x)|2 dx.

Also, since q is radial,∫
B(0,1)

|∂θu(x)|2

|x|2
dx ⩽

∫
B(0,1)

|∇q(x)−∇u(x)|2dx.

Hence we obtained
1

2

∫
B(0,r)

|∇u|2 dx ⩽
∫
B(0,1)

|∇q(x)−∇u(x)|2dx.(A.13)

To bound the right hand term, we decompose dyadically:∫
B(0,1)

|∇q(x)−∇u(x)|2dx =
∑

m∈N∗

∫
B(0,2−m+1)\B(0,2−m)

|∇q(x)−∇u(x)|2dx.

For fixed m ∈ N∗, integration by parts give∫
B(0,2−m+1)\B(0,2−m)

|∇q(x)−∇u(x)|2dx

= −
∫
B(0,2−m+1)\B(0,2−m)

∆(q − u) · (q − u)dx

+ 2−m+1

∫
S1
(q − u)(2−m+1θ) · ∂(q − u)

∂r+
(2−m+1θ) dθ

− 2−m

∫
S1
(q − u)(2−mθ) · ∂(q − u)

∂r−
(2−mθ) dθ.

Let us precise that ∂q
∂r (r) is piecewise smooth, so that ∂q

∂r± means the respective left
and right derivative; u is regular outside of 0, so we can write ∂u

∂r instead of ∂u
∂r± .

Also ∂q
∂r± (2−mθ) is constant in θ because q has radial symmetry, and so that from

the definition of q(2−m),∫
S1
(q − u)(2−mθ) · ∂q

∂r±
(2−mθ) dθ = 0.

Now, using (A.10) and (A.11), we have the estimate∣∣∣∣2−m+1

∫
S1
(q − u)(2−m+1θ) · ∂u

∂r
(2−m+1θ) dθ

∣∣∣∣
⩽ C ∥∇u∥L2(B(0,2)) ∥∇u∥L2(B(0,2−m+2)\B(0,2−m)) → 0 as m→ +∞.

Hence, summing up the telescopic series and recalling that ∆q(x) = 0 on each
annulus 2−m+1 > |x| > 2−m, and the equation on u, we infer∫

B(0,1)

|∇q(x)−∇u(x)|2dx =
∑

m∈N∗

∫
B(0,2−m+1)\B(0,2−m)

∆u · (q − u)dx
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+

∫
S1
(q − u)(θ) · ∂(q − u)

∂r+
(θ) dθ

=

∫
B(0,1

∆u · (q − u)dx+

∫
S1
(q − u)(θ) · ∂(q − u)

∂r+
(θ) dθ

=

∫
B(0,1)

f(u,∇u) · (q − u)dx−
∫
S1
(q − u)(θ) · ∂u(θ)

∂r
dθ.

Using again the estimate (A.10) and that f is quadratic in ∇u, and A and H are
(smooth and so) bounded on the compact manifold N we can estimate∣∣∣∣∣
∫
B(0,1)

f(u,∇u) · (q − u)dx

∣∣∣∣∣ ⩽ C(∥A∥L∞ , ∥H∥L∞) ∥∇u∥2L2(B(0,1)) ∥q − u∥L∞(B(0,1))

⩽ C ∥∇u∥2L2(B(0,1)) ∥∇u∥L2(B(0,2)) ,∣∣∣∣∫
S1
(q − u)(θ) · ∂u(θ)

∂r

∣∣∣∣ dθ ⩽ ∥q − u∥L2(S1)

∥∥∥∥∂u∂r
∥∥∥∥
L2(S1)

.

So, inserting in (A.13), we arrive at
1

2

∫
B(0,1)

|∇u|2 ⩽
∫
B(0,1)

|∇q(x)−∇u(x)|2dx

⩽ C ∥∇u∥2L2(B(0,1)) ∥∇u∥L2(B(0,2)) + ∥q − u∥L2(S1)

∥∥∥∥∂u∂r
∥∥∥∥
L2(S1)

Recall that ∥∇u∥L2(B(0,2)) = δ and, again due to Lemma A.12,
∥∥∂u

∂r

∥∥2
L2(S1) =

1
2 ∥∇u∥

2
L2(S1) so that equivalently, this writes(

1

2
− δ

)∫
B(0,1)

|∇u|2 dx ⩽
1√
2
∥q − u∥L2(S1) ∥∇u∥L2(S1) .

Since on S1, q is the average of u, we have, by Poincaré-Wirtinger inequality (and
Lemma A.12),

∥q − u∥L2(S1) ⩽ ∥∂θu∥L2(S1) =
1√
2
∥∇u∥L2(S1) .

So, we get

(1− 2δ)

∫
B(0,1)

|∇u(x)|2 dx ⩽ ∥∇u∥2L2(S1) ,

as desired.

Step 3.
The inequality (A.12) writes

(1− 2δ)

∫ r

0

g(s)ds ⩽ rg(r) with g(r) = ∥∇u∥2L2(∂B(0,r)) .

This differential inequality in r integrates to yield

∀r ∈ (0, 1],

∫
B(0,r)

|∇u|2 dx ⩽ r1−2δ

∫
B(0,1)

|∇u|2 dx.(A.14)

Applying Theorem A.11 on balls B(x0, |x0|) ⊂ B(0, 2|x0|) and some translation of
(A.14),

∀x0 ∈ B(0, 1/2), |∇u|2(x0) ⩽ |x0|−2

∫
B(x0,|x0|)

|∇u|2 ⩽ C|x0|−1−2δ

∫
B(0,2)

|∇u|2dx.
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As we choose δ < 1/2, then − 1
2 − δ > −1, and u has a finite limit at 0 (see the

proof of Lemma 8.8). We can therefore extend u to B(0, 1) with u ∈ C 0(B(0, 1)).
Also, so there exists q > 2 such that (− 1

2−δ)q > −2. Therefore, ∇u ∈ Lq(B(0, 1/2)).
We are then in a position to apply Lemma A.1, which assures that u is smooth. □

Corollary A.13. Let u be a weak solution of (Conf-E) on R2 \B(0, 1) with finite
energy. Then, there exists u∞ ∈ N ⊂ RM so that u(x) −→

|x|→+∞
u∞.

In particular, for any ε > 0, there exists R ⩾ 1 so that for any r ⩾ R, denoting
ur(x) = u (rx), ur satisfies (Conf-E) on R2 \B(0, 1) and

∥∇ur∥L2(R2\B(0,1)) + ∥ur − u∞∥L∞(R2\B(0,1)) ⩽ ε.

Proof. Define ũ(x) = u
(

x
|x|2

)
which is also a solution with finite energy on B(0, 1)\

{0}. Theorem 8.2 implies that ũ can be extended to a smooth function on B(0, 1).
In particular, denoting u∞ = ũ(0) ∈ N , u(x) = ũ(x/|x|2) → u∞ as x → +∞. The
second result is then direct once we check that ur is also a solution of (Conf-E) on
{|x| ⩾ 1/r} with∫

|x|⩾1

|∇ur(x)|2dx =

∫
|x|⩾1

r2|∇u(rx)|2dx =

∫
|y|⩾r

|∇u(y)|2dy.

So, it can be made arbitrary small. □

Proposition A.14 (Regularity and trace). Let u∞ ∈ N . There exists ε0 > 0 and
C > 0 such that the following holds. Let u ∈ H1(B(0, 12)) be solution of (Conf-C)
taking values some chart around u∞, so that

∥∇u∥L2(B(0,12)) + ∥u− u∞∥L∞(B(0,12)) =: ε ⩽ ε0.

Then, we have the estimate

∥∇u∥L∞(B(0,3/2)) ⩽ Cε.

Moreover, for any s < 4, there hold u|S1 ∈ Hs(S1) and
∥∥u|S1 − u∞

∥∥
Hs(S1) ⩽ Csε.

Proof. As u is a solution of (Conf-C) with values in some fixed coordinate charts
around u∞, by considering some embedding N ⊂ RM , we can identify u with a
solution of (Conf-E) and we use this representation from now on; the result by
Rivière [Riv07] ensures that u ∈ C∞(B(0, 12),N ). Due to Theorem A.11,

sup
B(0,3/2)

|∇u|2 ⩽ C

∫
B(0,12)

|∇u(x)|2dx ⩽ Cε2.

Using the equation (Conf-E), it implies

sup
{3/4⩽r⩽5/4}

|∆u| ⩽ Cε2.

Let χ be a cutoff function supported in {3/4 ⩽ |x| ⩽ 5/4} and equal to 1 on
{7/8 ⩽ |x| ⩽ 9/8}, and denote ũ = (u− u∞)χ. For any 1 < p < +∞, we have

∥∆ũ∥Lp(R2) ⩽ C ∥∆ũ∥L∞(3/4⩽r⩽5/4)

⩽ C ∥∆u∥L∞(3/4⩽r⩽5/4) + ∥∇u∥L∞(3/4⩽r⩽5/4) + ∥u− u∞∥L∞(3/4⩽r⩽5/4)

⩽ Cε.

By Calderón-Zygmund estimates [GT01, Theorem 9.11], we infer

∥ũ− u∞∥W 2,p(7/8⩽|x|⩽9/8) ⩽ ∥ũ− u∞∥Lp(3/4⩽r⩽5/4) + ∥∆ũ∥Lp(3/4⩽r⩽5/4) ⩽ Cpε.
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Since u = ũ + u∞ on {7/8 ⩽ |x| ⩽ 9/8}), we can iterate by checking the equation
satisfied by ∇u and then ∇2u to get

∥u− u∞∥W 4,p(31/32⩽|x|⩽33/32) ⩽ Cpε.

For any 7/2 < s < 4, choosing p so that 2 < p < 1
4−s , then s < 4 − 1/p and by

trace estimates:∥∥u|S1 − u∞
∥∥
Hs(S1) ⩽ Cs

∥∥u|S1 − u∞
∥∥
W 4−1/p,p(S1)

⩽ Cs ∥u− u∞∥W 4,p(31/32⩽|x|⩽33/32) ⩽ Csε. □

Proposition A.15. There exists ε > 0 (depending on N and ω) such that the
following holds. Let u and v be two smooth solutions of (Conf-C) in B(0, 1) so that
u = v on the unit sphere S1 and are small in the sense that

∥∇u∥L∞(B(0,1)) + ∥∇v∥L∞(B(0,1)) ⩽ ε.

Then, u = v in B(0, 1).

Proof. Let w = u− v, then w satisfies

∆w = −[Γ(u)− Γ(v)](∇u,∇u)− [Γ(v)(∇w,∇u+∇v)(A.15)
+ [H(u)−H(v)](∂xu, ∂yu) +H(v)(∂xw, ∂yu) +H(v)(∂xv, ∂yw).

where we have used the bilinearity of Γ and H and the symmetry of Γ. Taking
scalar product in RN of (A.15) with w, integrating and then performing an in-
tegration by parts, we get, using the Dirichlet boundary condition for w and that
∥Γ∥C 1(N ), ∥H∥C 1(N ) ⩽ CN ,ω are bounded (since the target manifold N is compact)

∫
|x|⩽1

|∇w|2dx =

∫
|x|⩽1

[Γ(u)− Γ(v)](∇u,∇u) · w dx

+

∫
|x|⩽1

Γ(v)(∇w,∇u+∇v) · w dx−
∫
|x|⩽1

[H(u)−H(v)](∂xu, ∂yu) · w dx

−
∫
|x|⩽1

H(v)(∂xw, ∂yu) · w −
∫
|x|⩽1

H(v)(∂xv, ∂yw) · w dx

⩽ C

∫
|x|⩽1

|∇u|2|w|2 dx+ C

∫
|x|⩽1

|∇w| (|∇u|+ |∇v|) |w| dx(A.16)

⩽ Cε2
∫
|x|⩽1

|w|2 dx+ Cε

∫
|x|⩽1

|∇w|2 + |w|2 dx

⩽ C̃ε

∫
|x|⩽1

|∇w|2dx.

(we used the Poincaré inequality on the bounded set B(0, 1), which holds due to
the Dirichlet boundary for w). For C̃ε < 1, this gives w = 0. □

A.4. Some results about Harmonic Maps in dimension d ⩾ 3. In this sec-
tion, we gather some already known facts about Harmonic Maps in Rd (for the
initial manifold). We refer to [H0́2, HW08, Sch84] for books or survey on this very
studied topic.
One important tool will be the following ε-regularity result of Schoen-Uhlenbeck
[Sch84, Theorem 2.2].

Theorem A.16 (Theorem 2.2 of [Sch84]). Suppose u ∈ C 2(B(0, r),N ) is a har-
monic map. There exists ε > 0 and C > 0, depending only on d, N such that
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if

r2−d

∫
B(0,r)

|∇u|2 ⩽ ε

then u satisfies the inequality

sup
B(0,r/2)

|∇u|2 ⩽ Cr−d

∫
B(0,r)

|∇u|2.

We begin by a result about the decay of regular solution in the energy space. The
proof relies on the regularity result of [SU82] for small solutions and a scaling
argument. Some similar results also appear in [ABLV23].

Proof of Lemma 8.7. For x0 ∈ Rd and R = |x0| ⩾ 2, we denote ũ(x) = u(x0+Rx/2)
which is still solution of the Harmonic map on B(0, 1) . We compute∫

B(0,1)

|∇ũ(x)|2dx = (R/2)2
∫
B(0,1)

|∇u(x0 +Rx/2)|2dx

= (R/2)2−d

∫
B(x0,R/2)

|∇u(y)|2dy.

Since d ⩾ 3, this becomes small for large R, so that we can apply Theorem A.16 to
ũ and r = 1 to get

|∇ũ(0)|2 ⩽ C

∫
B(0,1)

|∇ũ(x)|2dx ⩽ CR2−d

∫
B(x0,R/2)

|∇u(y)|2dy

⩽ CR2−d

∫
B(0,3R/2)\B(0,R/2)

|∇u(y)|2dy.

Since |∇ũ(0)| = R|∇u(x0)|, We get

|∇u(x0)|2 ⩽ CR−d

∫
Rd\B(0,R/2)

|∇u(y)|2dy,

which is the first item once R0 is chosen large enough.
Concerning the second point, the L2 part is immediate when R0 is taken large
enough, the L∞ part is a consequence of the first item, while the Ld part is obtained
by interpolation. □

Proof of Lemma 8.8. We first fix a direction e1 = (1, 0, · · · , 0) ∈ Rd and prove
that u(ne1) is convergent in N ⊂ RM . Lemma 8.7 and the fundamental Theorem
of calculus give for n large enough |u((n+ 1)e1)− u(ne1)| = o(1)

nd/2 . In particular,
since d/2 > 1, the series is convergent and u(ne1) is convergent to some u∞ ∈
N ⊂ RM . Now, for any n ∈ N and x ∈ Rd with |x| ∈ [n, n + 1], there exists a
path γ ⊂ Rd \ B(0, n) piecewise affine and of length |γ| ⩽ Cdn so that γ(0) =
ne1 and γ(1) = x. The fundamental Theorem of Calculus gives |u(x)− u(ne1)| ≲
n sups∈[0,1] |∇u(γ(s))| = o(n1−d/2) after having used again Lemma 8.7. Since 1 −
d/2 < 0, we get the expected convergence. Note also that the proof gives more
precisely

∥u− u∞∥L∞(B(0,n+1)\B(0,n)) = o(n1−d/2) + o(1)
∑
k⩾n

k−d/2 = o(n1−d/2).(A.17)

Now, we prove u− u∞ ∈ Ḣ1(Rd \B(0, 1)), that is u− u∞ can be approximated for
the energy norm by a sequence of functions in C∞

c (Rd).
First consider un = χ

(
x
n

)
(u − u∞) where χ ∈ C∞

c (B(0, 2); [0, 1]) equals to 1 on
B(0, 1). By assumption, un ∈ C 2

c (Rd) and for

vn := u− u∞ − un = (u− u∞)
(
1− χ

(x
n

))
,
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∇vn = ∇u
(
1− χ

(x
n

))
− 1

n
(u− u∞)(∇χ)

(x
n

)
,

we can bound, using estimate (A.17),∫
Rd

|∇vn|2dx ⩽
∫
Rd\B(0,n)

|∇u|2dx+ ∥u− u∞∥2L∞(B(0,2n)\B(0,n))

1

n2

∫
Rd

∣∣∣∇χ(x
n

)∣∣∣2
⩽
∫
Rd\B(0,n)

|∇u|2dx+ o(n2−d)nd−2 → 0 as n→ +∞.

Once u− u∞ has been approximated by some C 2 compactly supported functions,
it is easy to approximate it by some smooth compactly supported functions by
standard approximation process. □

We will use the following result of uniqueness. Some uniqueness result appear in
bounded domain in [Str98] for small data in some more refined norms.

Proof of Proposition 8.9. The beginning of the proof is a similar computation as in
Proposition A.15 except that since we are on an unbounded set, we need to interpret
the integration by parts as the weak formulation of Definition 8.6. Also, we consider
the equation for the embedded formulation. Let w = u− v ∈ Ḣ1(Rd \B(0, 1)) with
w = 0 on Sd−1, that is w ∈ Ḣ1

0 (Rd \ B(0, 1)) In particular, there exists a sequence
of wn ∈ C∞

c (Rd \B(0, 1)) so that ∥∇(w − wn)∥L2 → 0. Using that w solves (A.15),
we arrive as in (A.16) to∫

{|x|⩾1}
∇w · ∇wndx ⩽ C

∫
{|x|⩾1}

|∇u|2|w||wn| dx

+ C

∫
{|x|⩾1}

|∇w| (|∇u|+ |∇v|) |wn| dx.

Using Hölder inequality for the exponents 2
d + 1

2∗ + 1
2∗ = 1 and 1

2 + 1
d + 1

2∗ = 1,
together with the Sobolev embedding (3.8), we obtain for n large enough∫

{|x|⩾1}
∇w · ∇wndx

⩽ C ∥∇u∥2Ld({|x|⩾1}) ∥w∥L2∗ ({|x|⩾1}) ∥wn∥L2∗ ({|x|⩾1})

+ C ∥∇w∥L2({|x|⩾1})

(
∥∇u∥Ld({|x|⩾1}) + ∥∇v∥Ld({|x|⩾1})

)
∥wn∥L2∗ ({|x|⩾1})

⩽ C̃(ε2 + ε) ∥∇w∥L2({|x|⩾1}) ∥∇wn∥L2({|x|⩾1}) .

Taking the limit n→ +∞, this gives

∥∇w∥2L2({|x|⩾1}) ⩽ C̃(ε2 + ε) ∥∇w∥2L2({|x|⩾1}) .

For ε so small that C̃(ε2 + ε) < 1/2, we get ∇w = 0 and therefore w = 0 as
expected. □
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