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Introduction

The inverse Laplace transform maps each formal power series
∑
n≥0

a(n)un

in one variable u into another series
∑
n≥0

(a(n)/n!)un, whose coefficient of

order n is normalized by the factor n! We then obtain the so-called expo-
nential generating function for the sequence (a(n)) (n ≥ 0). The normal-
ization has numerous advantages: the derivative is obtained by a simple
shift of the coefficients; the exponential of a series can be explicitly calcu-
lated; there are closed formulas for the exponential generating functions for
several classical orthogonal polynomials, . . . However the algebra of expo-
nential generating functions cannot be regarded as the universal panacea.
Further kinds of series are needed, for instance to express some generating
series for the symmetric groups by certain statistics.

In the middle of the eighteenth century Heine introduced a new class of
series in which the normalized factor n! was replaced by a polynomial of
degree n in another variable, more precisely, the series where the coefficient
of order n is normalized by the polynomial denoted by (q; q)n, in another
variable q, defined by

(0.1) (q; q)n :=

{
1, if n = 0;
(1− q)(1− q2) · · · (1− qn), if n ≥ 1.

The algebra of those series has been largely developed by Jackson in the
beginning of the twentieth century. It has then fallen into disuse, except
perhaps in the field of Partition Theory, but has vigorously come back
in several mathematical domains, in particular in the theory of Quantum
Groups and naturally in Combinatorics.

Those series have been named q-series. They are simply formal power
series in two variables, say, u and q, where the latter variable q, used for
the normalization, plays a privileged role. Let Ω[[u, q]] denote the algebra
of formal series in two variables u and q, with coefficients in a ring Ω. Each
element of that algebra can be expressed as a series

(0.2) a =
∑

n≥0,m≥0

a(n,m)un qm,
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where, for each ordered pair (n,m), the symbol a(n,m) belongs to Ω. Such
a series can be seen as a series in one variable u, with coefficients in the
ring Ω[[q]] of series in one variable q, i. e.,

(0.3) a =
∑
n≥0

un
( ∑
m≥0

a(n,m) qm
)
.

For each integer n ≥ 0 the expression (q; q)n is a polynomial in q, which
is invertible in Ω[[q]], since its constant coefficient is 1. Thus the series a
can be rewritten as

a =
∑
n≥0

un

(q; q)n
b(n; q),(0.4)

where b(n; q) is the formal series in the variable q

b(n; q) := (q; q)n ·
( ∑
m≥0

a(n,m) qm
)
.(0.5)

Each formal series a written in the form (0.4) is called a q-series. The
coefficient un/(q; q)n is then a formal series in the unique variable q.

The purpose of this memoir is to give a basic description of the
algebra of those series and describe the use that has been made of them
in Combinatorics, in particular for expressing the generating functions
for certain statistics defined on permutations, words, multipermutations,
signed permutations and other finite structures. It has been customary to
regroup all the techniques that have been developed under the name of
Permutation Statistic Study, even though the group of permutations is not
the only group structure involved. The statistics themselves can be uni-
or several-variable, or even set-valued. As will be seen, the q-series enter
into the picture in a very natural way.

The q-binomial theorem, which is stated and proved in the first section,
is the basic tool in q-Calculus. It opens the door to all the q-series identities
and also gives rise to two expansions of the q-exponential, as a q-series
itself, and also as an infinite product.

The polynomial (q; q)n, defined above, is next studied in a combinatorial
context. This leads to a discussion of the so-called Mahonian statistics,
especially the Major Index and the Inversion Number that will play an
essential role in this memoir. One of our goals, indeed, is to try to
understand why the so-called natural q-analogs of various numbers or
polynomials can be derived by means of either one of those statistics.

The Major Index is strongly related to the combinatorial theory of
the representation of finite groups, particularly when dealing with various
tableaux (standard, semi-standard, . . . ). The inversion number requires
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other techniques, in particular the so-called q-iteration method, that will
be used on several occasions.

The q-binomial coefficients or Gaussian polynomials that appear in
many identities on q-series are studied in several combinatorial environ-
ments, as is done in section 4. With the study of the q-multinomial co-
efficient we are led to introduce the statistic “number of inversions” for
classes of permutations with repetitions. We prefer to use the term “rear-
rangement” (of a given finite sequence) or “word.” This is the content of
section 5.

The MacMahon Verfahren, introduced in section 6, is the first tool
that makes possible the transcription of properties of certain statistics
defined on the symmetric group or on some classes of rearrangements to
the algebra of q-series. As a first application, it is shown that the Major
Index has the same distribution as the number of inversions on each class
of rearrangements.

A careful study of the MacMahon Verfahren serves to find a q-extension
of the traditional Eulerian polynomials, namely the Euler-Mahonian poly-
nomials Am(t, q), that appear to be generating polynomials for classes of
rearrangements by the bivariable statistic (des,maj). The statistic “des”
is the number of descents that has been studied in several combinatorial
contexts and “maj” is the Major Index.

As shown in section 8, there are four equivalent definitions of the
Euler-Mahonian polynomials. The proofs of those equivalences are based
on fundamental techniques in q-Calculus, finite difference and iterative
methods. The insertion technique that looks so natural when dealing with
univariable statistics on the symmetric group becomes intricate for several-
variable statistics. A marked word technique is presented in section 9 and
appears to be successful for deriving a recurrence relation for the Euler-
Mahonian polynomials Am(t, q).

When the class of rearrangements is reduced to the symmetric group,
the Euler-Mahonian polynomials become the so-called q-maj-Eulerian
polynomials majAn(t, q), as they form a first q-analog of the traditional
Eulerian polynomials An(t) in one variable t. However, when the expo-
nential generating function for the latter polynomials is q-analogized in
a proper way, another q-analog of those polynomials, namely the q-inv
Eulerian polynomial invAn(t, q) appears. As shown in the notations, “inv”
plays for invAn(t, q) the role that “maj” does for majAn(t, q).

The Major Index and the Inversion Number, that can be defined for
each rearrangement of a given finite sequence of integers, are equidis-
tributed over each rearrangement class. Section 11 contains the construc-
tion of a bijection Φ of the class onto itself such that invΦ(w) = majw.
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The bijection has several other properties, in particular when the under-
lying class is the symmetric group.

With section 12 we start the study of permutation statistics that
involve both the permutation and its inverse. Besides “maj” we are led
to introduce “imaj” that is nothing but the Major Index of the inverse
permutation. We then see the first occurrence of the classical infinite

product
∏

i≥1,j≥1

1

1− uxiyj
, that is to be expanded, once the substitutions

xi ← qi−11 , yj ← qj−1j are made. The resulting series are series in two
bases, normalized by denominators of the form (q1; q1)n (q2; q2)n.

In section 13 a further extension of the MacMahon Verfahren leads
to the derivation of the distribution of a four-variable statistic on the
symmetric group.

The theory of symmetric functions hides too many useful identities
and too many combinatorial algorithms not to appear in this memoir.
In particular, the infinite product mentioned above has a celebrated
expansion in terms of products of Schur functions. As those functions
have a handy combinatorial interpretation—as shown in section 17—it
was essential to give the main properties of those functions. This is the
content of sections 15, 16, and 17.

In the expansion of a Schur function we find monomials that are coded
by the so-called semi-standard tableaux. In their turn, those tableaux can
be further coded by standard tableaux and sequences of numbers. This
coding has several applications. In particular, it serves to express a Schur
function, in which variables are replaced by powers of a variable q, as a
generating function for standard tableaux by a certain statistic. This is
the content of section 18.

In section 19 we find an overview of the Robinson-Schensted correspon-
dence that enables the transfer of geometric properties on tableaux to
analogous properties on permutations. As an application, a bibasic gener-
ating function for polynomials in several variables defined on symmetric
groups is derived.

The next four sections 20, 21, 22 and 23 deal with Eulerian Calculus,
that is, the study of geometric properties of the Eulerian polynomials
and its various extensions. By “extensions” we mean three aspects: (i)
extension to the group of the signed permutations, (ii) q-extension, that
is, the introduction of a suitable Mahonian statistic “inv” or “maj,”
(iii) the study of generating polynomials for pairs or finite sequences
of permutations or signed permutations. The combination of those three
extensions leads to the combinatorial study of some Bessel functions, q-
Bessel functions and finite analogs of Bessel functions.
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The crucial step in Eulerian Calculus is to find the appropriate q-analog
for the generating polynomial for the signed permutations by their number
of descents. Our analytic choice (see section 21) forces us to find a suitable
definition of inversions for signed permutations. This leads to a coherent
study of all the extensions described above. Notice that the length, as
defined in the theory of Coxeter groups, does not conduct to an elegant
derivation in the algebra of q-series.

In our last section on Eulerian Calculus (section 23) we introduce
the bi-indexed Eulerian polynomials and explain how the Désarménien
Verfahren makes it possible the study of congruences of those polynomials
with respect to the cyclotomic polynomials. The section ends with a short
study on signed Eulerian Numbers.

Next, a combinatorial study of the basic trigonometric functions, es-
pecially the tangent and secant functions is developed. The coefficients
in their q-expansions are the generating polynomials for the so-called al-
ternating permutations by number of inversions. The same combinatorial
set-up is used to interpret the coefficients in the p, q-expansions of the
bibasic tangent and secant.

We end these Lecture Notes with an exposé on the celebrated “Master
Theorem” in its main three versions: the commutative one à la MacMahon,
the partially commutative one à la Cartier-Foata and the quantum one à
la Garoufalidis-Lê-Zeilberger. Finally, the Decrease Value Theorem, that
comes next, may be regarded as a true extension of the previous theorem,
as it makes it possible to calculate the distributions of several multivariable
permutations statistics.

1. The q-Binomial Theorem

Take up again the notations (0.3)–(0.5). When, for each n ≥ 0, the
ratio b(n + 1; q)/b(n; q) is a rational fraction in qn, equal to 1 for q = 0
and such that b(0; q) = 1, we get what is called a basic hypergeometric
series. In the analytic expression of such a series the following notation is
used that extends the notation (0.1): for each element ω in the ring define
the q-ascending factorial in ω by

(ω; q)n :=

{
1, if n = 0;
(1− ω)(1− ωq) . . . (1− ωqn−1), if n ≥ 1;

(1.1)

in its finite version and

(ω; q)∞ := limn(ω; q)n =
∏
n≥0

(1− ωqn);(1.2)

in its infinite version.
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When the underlying ring Ω is the complex field, the rational fraction
b(n+ 1; q)/b(n; q) can be written as

b(n+ 1; q)

b(n; q)
=

(1− α1q
n) . . . (1− αrqn)

(1− β1qn) . . . (1− βsqn)
,

where α1, . . . , αr, β1, . . . , βs are complex numbers. By iteration,

b(n; q) =
b(n; q)

b(n− 1; q)
· · · b(2; q)

b(1; q)

b(1; q)

b(0; q)

=
(1− α1q

n−1) . . . (1− αrqn−1)
(1− β1qn−1) . . . (1− βsqn−1)

× · · · × (1− α1q) . . . (1− αrq)
(1− β1q) . . . (1− βsq)

(1− α1) . . . (1− αr)
(1− β1) . . . (1− βs)

,

that is

(1.3) b(n; q) =
(α1; q)n . . . (αr; q)n
(β1; q)n . . . (βs; q)n

.

For an arbitrary ring Ω the expression of b(n; q) given in (1.3) is taken as a
definition. As each q-ascending factorial (βi; q)n has a constant coefficient
equal to 1, it is invertible in the ring Ω[[q]], so that b(n; q) as shown in
(1.3) is well-defined. Then call basic hypergeometric series each q-series of
the form

(1.4) rφs

(α1, . . . , αr
β1, . . . , βs

; q, u
)
:=

∑
n≥0

(α1; q)n . . . (αr; q)n
(β1; q)n . . . (βs; q)n

un

(q; q)n
.

Such a series can be defined in each algebra Ω[[u, q]] of formal series in
two variables u and q, whatever the underlying ring Ω is. When r = 0
(resp. s = 0, resp. r = 0 and s = 0), the following notations are used:

0φs

(
β1, . . . , βs

; q, u
)
(resp. rφ0

(α1, . . . , αr
; q, u

)
, resp. 0φ0

(
—
—; q, u

)
).

In the q-binomial theorem which is stated next, the series 1φ0

(
α
− ; q, u

)
has a closed expression in terms of an infinite product.

Theorem 1.1 (q-Binomial Theorem). The following identity holds:

(1.5)
∑
n≥0

(α; q)n
un

(q; q)n
=

(αu; q)∞
(u; q)∞

=
∏
n≥0

1− αu qn

1− uqn
;

or, equivalently:

(1.6) 1φ0

(α
−
; q, u

)
=

(αu; q)∞
(u; q)∞

.
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Before giving the proof of the theorem it matters to make several
remarks.

(a) The order o(a) of a formal series a =
∑
n≥0,m≥0 a(n,m)un qm is

defined to be the smallest integer k ≥ 0 such that the polynomial∑
n+m=k

a(n,m)un qm,

called the homogeneous polynomial of degree k of a (in u and q), is not zero.
Consider a countable family (as) (s ≥ 0) of formal series in two variables.
As for the series in one variable, it is readily seen that if the order of as
tends to infinity with s, then the infinite product

∏
s≥0(1− as) is a well-

defined series. In the infinite product (αu; q)∞, with α 6= 0, the term αu qn

is a series (reduced to a monomial) of order (n + 1). As o(αu qn) tends
to infinity with n, the infinite product (αu; q)∞ is well-defined. The same
property holds for the product (u; q)∞ occurring in the denominator.

(b) Within the coefficient (α; q)n/(q; q)n of un in formula (1.5), make
the substitution α ← qα to obtain (qα; q)n/(q; q)n; then let q tend to 1.
We get (α)n/n!. The ratio (qα; q)n/(q; q)n is said to be the q-analog of the
ascending factorial (α)n/n!, where

(α)n =

{
1, if n = 0;
α(α+ 1) · · · (α+ n− 1), if n ≥ 1.

But the series
∑
n≥0

un (α)n/n! is the hypergeometric series 1F0

(
α
− ;u

)
, that

safisfies the identity

(1.7) 1F0

(α
−
;u

)
= (1− u)−α,

which is known to be the binomial identity. Notice that (1.7) is used to
extend the definition of (1 − u)−α when α is not an integer (positive or
negative). Identity (1.6) is said to be the q-analog of (1.7).

The main difference between (1.6) and (1.7) is the following: when
dealing with the algebra of formal series, formula (1.7) is a definition of
(1− u)−α whenever α is not an integer, while (1.6) is an identity.

However, when considering the series 1F0

(
α
− ;u

)
and 1φ0

(
α
− ; q, u

)
as

power series of the complex variables u and q, the two formulas (1.6) and
(1.7) are identities, if the moduli of u and q are less than 1. The first
proof of (1.6) given below is directly inspired from the classical proof of
(1.7) in the analytic case. However, the end of the proof uses a topological
argument on formal series and not on analytic series.
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1. THE q-BINOMIAL THEOREM

(c) In view of the proof of Theorem 1.1 let us mention the following
identity, easy to derive:

(1.8) (α; q)n − (α q; q)n = (α q; q)n−1 α(q
n − 1) (n ≥ 1).

There exist numerous relations on the q-ascending factorials. Among the
most frequent let us quote the associativity property

(1.9) (α; q)n+k = (α; q)n (αq
n; q)k

and the reverse formula

(1.10) (α−1q1−n; q)n = (α; q)n (−α−1)n q−n(n−1)/2.

No comment for (1.9). The latter can be proved as follows. For n ≥ 1 we
have

(α; q)n = (1− α)(1− αq) · · · (1− αqn−1)
= (−α)(1− α−1)(−αq)(1− α−1q−1) · · · (−αqn−1)(1− α−1q−(n−1))
= (−α)nqn(n−1)/2(1− α−1)(1− α−1q−1) · · · (1− α−1q1−n)
= (−α)nqn(n−1)/2(α−1q1−n; q)n,

a formula that still holds for n = 0.
Finally, notice that the relation

(1.11) (α; q)n =
(α; q)∞

(αqn; q)∞

can be used to define the q-ascending factorial (α; q)n for every real
number n.

(d) Let α = qN in (1.5). We get

(1.12)
(qNu; q)∞
(u; q)∞

= (u; q)−1N =
∑
n≥0

(qN ; q)n
un

(q; q)n
.

But, if u and q are regarded as complex variables with modulus less than 1
and if we let q tend to 1, we obtain the identity

(1− u)−N =
∑
n≥0

(N)n
un

n!
,

that is, the usual binomial identity.
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First proof of Theorem 1.1. Start with the series 1φ0

(
α
− ; q, u

)
=∑

n≥0
un (α; q)n/(q; q)n and evaluate the q-difference

1φ0

(α
−
; q, u

)
− 1φ0

(α
−
; q, qu

)
=

∑
n≥1

(α; q)n
(q; q)n

un(1− qn) =
∑
n≥1

(α; q)n
(q; q)n−1

un

= (1− α)u
(
1 +

∑
n≥2

(α q; q)n−1
(q; q)n−1

un−1
)

= (1− α)u 1φ0

(α q
−

; q, u
)
.(1.13)

By using (1.8) we get:

1φ0

(α
−
; q, u

)
− 1φ0

(α q
−

; q, u
)
=

∑
n≥1

(α; q)n − (α q; q)n
(q; q)n

un

= −α
∑
n≥1

(α q; q)n−1
(q; q)n−1

un

= −αu 1φ0

(α q
−

; q, u
)
.(1.14)

From (1.13) and (1.14) it follows that

1φ0

(α
−
; q, u

)
=

1− αu
1− u 1φ0

(α
−
; q, q u

)
,

and by iteration

1φ0

(α
−
; q, u

)
=

(αu; q)m
(u; q)m

1φ0

(α
−
; q, qm u

)
(m ≥ 0).(1.15)

If 1φ0

(
α
− ; q, u

)
is considered as an analytic series of the complex variable u,

it suffices to say that 1φ0

(
α
− ; q, u

)
is continuous inside the unit disk. As

the series is equal to 1 for u = 0, identity (1.6) follows from (1.15) by
letting m tend to infinity.

With the topology of formal series we may use the following argument:
consider a pair (i, j) of nonnegative integers such that i+ j ≥ 1. As soon
as m ≥ j + 1 the coefficients of ui qj in

(αu; q)∞
(u; q)∞

and in
(αu; q)m
(u; q)m

are equal. But 1φ0

(
α
− ; q, q

m u
)
is of the form 1+qm u a, where a is a formal

series in the two variables u and q. It follows that for every i the coefficients
of ui qj in

(αu; q)m
(u; q)m

and if
(αu; q)m
(u; q)m

(1 + qm u a) = 1φ0

(α
−
; q, u

)
are the same. Hence, identity (1.6) is proved.

14
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Second proof of Theorem 1.1. The right-hand side of identity (1.6) is
a formal series that can be written as

b(u, q) :=
∑
n≥0

cn(q)u
n,

where, for every n ≥ 0, the coefficient cn(q) is a formal series in the
variable q. But

b(u, q) =
1− αu
1− u

∏
n≥0

(1− αu q qn)
(1− u q qn)

=
1− αu
1− u

b(uq, q);

therefore

(1− αu)b(uq, q) = (1− u)b(u, q),
and then

(1− αu)
∑
n≥0

cn(q) q
nun = (1− u)

∑
n≥0

cn(q)u
n.

Looking for the coefficient of un+1 on each side provides:

cn+1(q)q
n+1 − α qn cn(q) = cn+1(q)− cn(q) ;

so that

cn+1(q) = cn(q)
1− α qn

1− qn+1
.

As c0(q) = 1, the right expression

cn(q) =
(α; q)n
(q; q)n

is found by induction on n.

Let α = 0 in (1.6). We get

(1.16)
∑
n≥0

un

(q; q)n
=

1

(u; q)∞
.

Now consider the infinite product (−u; q)∞ and again take the argument
developed in the second proof. If we let (−u; q)∞ =

∑
n≥0

cn(q)u
n, we find

cn+1(q)q
n+1 + cn(q)q

n = cn+1(q). Hence,

cn+1(q) =
qncn(q)

(1− qn+1)
.

As c0(q) = 1, we get

cn+1(q) =
q(n+1)n/2

(q; q)n+1
;

and then the identity

(1.17)
∑
n≥0

qn(n−1)/2
un

(q; q)n
= (−u; q)∞.

15
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The two series appearing in (1.16) and (1.17) are respectively denoted
by eq(u) and Eq(u) and are referred to as the first and the second q-
exponential.

2. Mahonian Statistics

For each integer n ≥ 0 let Sn be a set of cardinality n! (for example,
the permutation group Sn). By statistic on Sn we simply mean a mapping
f : Sn → N with nonnegative integral values. The polynomial

a(n) :=
∑
s∈Sn

qf(s)

is called the generating polynomial for Sn by the statistic f ; or, sometimes,
the generating polynomial for f . The series

(2.1) a :=
∑
n≥0

un
a(n)

(q; q)n

is called the q-generating function for the polynomials (a(n)) (n ≥ 0). If,
for each n ≥ 0, the polynomial a(n) has the form

(2.2) a(n) =
(q; q)n
(1− q)n

= (1 + q + · · ·+ qn−1) · · · (1 + q + q2)(1 + q),

we say that f is a Mahonian statistic on the family (Sn) (n ≥ 0).
With each positive integer n is associated its q-analog defined by

[n]q :=
1− qn

1− q
= 1 + q + q2 + · · ·+ qn−1(2.3)

and its q-factorial

[n]q! := [n]q [n− 1]q · · · [2]q [1]q(2.4)

=
(1− qn)
(1− q)

(1− qn−1)
(1− q)

· · · (1− q
2)

(1− q)
(1− q)
(1− q)

=
(q; q)n
(1− q)n

= (1 + q + · · ·+ qn−1)(1 + q + · · ·+ qn−2) · · · (1 + q).

Consequently, the generating polynomial defined in (2.2) is equal to the
q-factorial of n and the q-generating function has the simple form

(2.5) a =
∑
n≥0

un
1

(q; q)n

(q; q)n
(1− q)n

=
(
1− u

1− q

)−1
.
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In this section our purpose is to introduce several Mahonian statistics
that are of constant use in the study of the q-series. Some of their
properties are being derived.

The first one of these statistics is denoted by “tot” (“tot” for “total”).
Although its definition is straightforward, it is very useful in many
calculations. For each n ≥ 0 let SEn denote the set of the subexcedent
sequences x = (x1, x2, . . . , xn). By subexcedent we mean a sequence of
integers xi, of length n, that satisfy the inequalities 0 ≤ xi ≤ i− 1 for all
i = 1, 2, . . . , n. The cardinality of SEn is of course n! For each sequence
x = (x1, x2, . . . , xn) ∈ SEn, define

(2.6) totx := x1 + x2 + · · ·+ xn.

Proposition 2.1. The statistic “ tot” on SEn is Mahonian, that is, for
each n ≥ 1 we have:

(2.7)
∑

x∈SEn

qtot x =
(q; q)n
(1− q)n

.

Proof. The result is banal for n = 1. By induction on n:∑
x∈SEn

qtot x =
∑

x′∈SEn−1

qtot x
′ ∑
0≤xn≤n−1

qxn

=
(q; q)n−1
(1− q)n−1

(1 + q + · · ·+ qn−1)

=
(q; q)n
(1− q)n

.

The next three Mahonian statistics that are being introduced are
defined on the permutation group Sn; they are called the Inversion
Number “inv”, the Major Index “maj” and the Denert statistic “den”.

Let σ = σ(1) . . . σ(n) be a permutation, written as linear word. It is
traditional to define the Inversion Number, inv σ, of the permutation σ as
the number of ordered pairs of integers (i, j) such that 1 ≤ i < j ≤ n and
σ(i) > σ(j).

The Major Index majσ of σ is defined to be the sum of the positions i
where a descent σ(i) > σ(i+ 1) occurs. We can also write

(2.8) majσ :=
∑

1≤i≤n−1

i χ{σ(i) > σ(i+ 1)},

17
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by making use of the χ-notation. Remember that for each statement A we
write χ(A) = 1 or 0 depending on whether A is true or not.

The definition of “den” is based on the notion of cyclic interval. Let i, j
be two positive integers; the cyclic interval

]]
i, j

]]
is then]]

i, j
]]
:=

{
]i, j], if i ≤ j;
[1, j] + ]i,+∞[, if i > j.

The Denert statistic, denσ, of the permutation σ is defined as the
number of ordered pairs (i, j) such that 1 ≤ i < j ≤ n and σ(i) ∈

]]
σ(j), j

]]
.

To show that those three statistics are Mahonian on Sn, we construct
three bijections σ 7→ x of Sn onto SEn having the properties

inv σ = totx, majσ = totx, denσ = totx,

respectively. The construction of those three bijections makes use of three
different codings of the permutations. The image x of σ under each of those
bijections is called the inv-coding, the maj-coding and the den-coding of σ,
respectively.

2.1. The inv-coding (also called Lehmer coding). Let σ = σ(1) . . . σ(n)
be a permutation. For each i = 1, . . . , n define xi as being the number of
terms σ(j) to the left of σ(i) which are greater than σ(i), that is,

xi :=
∑

j:1≤j≤i−1

χ
(
σ(j) > σ(i)

)
.

The sequence x := (x1, . . . , xn) just defined is obviously subexcedent.
Furthermore, the correspondence σ 7→ x is bijective. Moreover, the sum
totx of the xi’s is precisely equal to the Inversion Number inv σ of the
permutation σ.

In the following example, under every element σ(i) is written the
corresponding xi of the inv-coding.

σ =

(
1 2 3 4 5 6 7 8 9

7 1 5 4 9 2 6 3 8

)
x = 0 1 1 2 0 4 2 5 1

In particular, inv σ = totx = 16.

To reconstruct σ from its inv-coding x, proceed as follows: first let
σ(n) := n−xn. Once the elements σ(k+1), . . . , σ(n) have been obtained,
eliminate all the terms of the sequence (n, n− 1, . . . , 2, 1) equal to one of
the σ(l)’s for a certain l ≥ k+1. Then, σ(k) is equal to be the (xk +1)-st
term of the sequence (n, n− 1, . . . , 2, 1), when reading that sequence from
left to right.

18
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For example, start from the subexcedent sequence

x = (0, 1, 1, 2, 0, 4, 2, 5, 1)

of length n = 9; first, get σ(9) := n − xn = 9 − 1 = 8. Then, form
the sequence (9, 7, 6, 5, 4, 3, 2, 1), where 8 has been deleted. Then, σ(8)
is equal to the (x8 + 1) = (5 + 1) = 6-th term of the sequence, that
is, σ(8) := 3. The running sequence becomes (9, 7, 6, 5, 4, 2, 1), whose
(x7 + 1) = (2 + 1) = 3-rd term is 6; hence, σ(7) := 6. Next, consider
(9, 7, 5, 4, 2, 1) whose (x6 + 1) = (4 + 1) = 5-th term is 2; then σ(6) := 2,
and so on.

2.2. The maj-coding. Starting with a permutation σ′ ∈ Sn−1, written
as a word σ′(1) . . . σ′(n − 1), we can generate n permutations σ ∈ Sn

by inserting the letter n to the left of the word, or between two letters
σ′(i) and σ′(i + 1) for 1 ≤ i ≤ n − 2, or to the right of the word, say,
in position i = 0, 1, 2, . . . , (n − 1), respectively. Thus, every permutation
σ ∈ Sn is characterized by an ordered pair (σ′, i), where σ′ ∈ Sn−1 and
0 ≤ i ≤ n − 1. The surjection ψ : σ 7→ σ′ of Sn onto Sn−1 consists of
removing the letter n from the word σ = σ(1)σ(2) . . . σ(n).

For describing the maj-coding we relabel the n possible positions
where n can be inserted into σ′ = σ′(1) . . . σ′(n − 1) in the following
manner: label j = 0 is given to the insertion of n to the right of the word σ′;
suppose that σ′ has d descents, that is to say, d positions σ′(i)σ′(i + 1)
such that σ′(i) > σ′(i + 1). We label those descents j = 1, j = 2, . . . ,
j = d, from right to left; the insertion of n to the left of σ′ is given label
j = d+1 and the labels j = d+2, d+3, . . . , n−1 are given to the (n−2−d)
insertions into the other positions when reading the word σ′ from left to
right.

If the letter n in the original permutation σ is in position j for the
relabelling just described, we adopt the notations:

σn−1 := σ′ = ψ(σ); xn := j;

(2.9) σn := σ := [σn−1, xn].

In the same manner, to σn−1 there corresponds a pair [σn−2, xn−1] and
by iteration we obtain a sequence of pairs [σn−3, xn−2], . . . , [σ0, x1], where
σ0 is the void permutation and x1 = 0. This yields a sequence, necessarily
subexcedent x = (x1, x2, . . . , xn), that is called the maj-coding of σ.

Example. Consider the permutation σ = 71 5 4 9 2 6 3 8. The permuta-
tions σ1, σ2, . . . , σ8, σ9 are simply the subwords reduced to the letter 1, to
the letters 1, 2, . . . , to the letters 1, 2, . . . , 8, finally to the letters 1, 2, . . . , 9.
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At each step of the construction we have to maj-label the inserting
positions as was indicated before. In Table 2.1 the maj-labellings appear
as subscripts of the permutations written in the third column. The maj-
coding of σ is then x = (0, 0, 0, 2, 3, 5, 4, 0, 2). Notice that maj σ = totx =
16.

Permutation maj-coding maj-labelling
σ1 = 1 x1 = 0 110
σ2 = 12 x2 = 0 11220
σ3 = 12 3 x3 = 0 1122330
σ4 = 14 2 3 x4 = 2 213412430
σ5 = 15 4 2 3 x5 = 3 31452412530
σ6 = 15 4 2 6 3 x6 = 5 4155342266130
σ7 = 71 5 4 2 6 3 x7 = 4 574165342276130
σ8 = 71 5 4 2 6 3 8 x8 = 0 57416534227613880
σ9 = 71 5 4 9 2 6 3 8 x9 = 2

Table 2.1

To reconstruct the permutation σ from a subexcedent sequence x =
(x1, x2, . . . , xn), we put σ1 := 1, then obtain σ2 := [σ1, x2] (with the
notations (2.9)), . . . , until we reach σ := σn = [σn−1, xn].

Proposition 2.2. Let ψ : σ 7→ σ′ be the surjection of Sn onto Sn−1 that
consists of removing the letter n from the word σ(1) . . . σ(n). For n ≥ 2
and for each permutation σ′ ∈ Sn−1 the generating polynomial for the
class ψ−1(σ′) by the Major Index “maj” is given by∑

σ∈ψ−1(σ′)

qmajσ = qmajσ′
(1 + q + q2 + · · ·+ qn−1).(2.10)

Moreover, with the notation (2.9)

maj[σn−1, xn] = majσn−1 + xn.(2.11)

Finally, if x = (x1, x2, . . . , xn) is the maj-coding of σ, then

majσ = x1 + x2 + · · ·+ xn = totx.(2.12)

Proof. Identities (2.10) and (2.12) follow from (2.11) that is now being
proved. When n is inserted to the right of σ′ = σn−1, into the position
maj-labelled 0, we have maj[σ′, 0] = majσ′. If n is inserted into the xn-
th descent (1 ≤ xn ≤ d = desσ′) (labelled from right to left), the xn
descents occurring on the right are shifted one position to the right; the
other descents remain alike. Hence, (2.11) holds. In the same manner,
(2.11) holds for xn = d + 1, since the maj-labelling corresponds to an
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insertion of n at the beginning of the word. Now if σ′(i) < σ′(i+1) is the
k-th non-descent when σ′ is read from left to right (1 ≤ k ≤ n−d−2), the
left factor σ′(1)σ′(2) . . . σ′(i) contains i − k descents and the right factor
σ′(i + 1)σ′(i + 2) . . . σ′(n − 1) exactly d − i + k descents. The insertion
of n between σ′(i) and σ′(i + 1), into a position maj-labelled d + k + 1,
increases the Major Index by (i+1)+ (d− i+ k) = d+ k+1, since a new
descent is created between σ′(i) and σ′(i+1) and the (d− i+ k) descents
of the right factor σ′(i + 1)σ′(i + 2) . . . σ′(n − 1) are shifted one position
to the right.

2.3. The den-coding. The Denert statistic, den σ, of a permutation σ ∈
Sn can be calculated by means of its den-coding, defined as follows. For
each integer j (1 ≤ j ≤ n) define xj as the number of integers i such that

(2.13) 1 ≤ i ≤ j − 1 and σ(i) ∈
]]
σ(j), j

]]
.

The den-coding of σ is defined to be the sequence x := (x1, x2, . . . , xn),
which is obviously subexcedent. Clearly, den σ = x1+x2+ · · ·+xn = totx
and the mapping σ 7→ x is injective and then bijective. Let us illustrate
the calculation of the den-coding with an example.

In the example below the first row shows the integers j from 1 to 9, the
second row the value of σ(j), the third row the value of the cyclic interval]]
σ(j), j

]]
, the fourth row the value of xj (which is the number of integers i

such that 1 ≤ i ≤ j − 1 and σ(i) ∈
]]
σ(j), j

]]
).

j
σ(j)]]
σ(j), j

]]
xj

1 2 3 4 5 6 7 8 9
7 1 5 4 9 2 6 3 8

{1, 8, 9} {2} {6, 7, 8, 9, 1, 2, 3} ∅ {1, 2, 3, 4, 5} {3, 4, 5, 6} {7} {4, 5, 6, 7, 8} {9}
0 0 2 0 3 2 1 4 1

The den-coding of σ is then x = (0, 0, 2, 0, 3, 2, 1, 4, 1). In particular,
denσ = 13.

To recover σ from x, first define σ(n) := n−xn. Suppose that σ(j+1),
. . . , σ(n) have been determined from xj+1, . . . , xn. Write the sequence

j, (j − 1), . . . , 2, 1, n, (n− 1), . . . , (j + 1).

From that list remove all the elements equal to σ(l) for a given l ≥ j + 1.
Then σ(j) is the (xj + 1)-st letter in the sequence when reading it from
left to right.

Three bijections ϕinv, ϕmaj, ϕden of Sn onto SEn have so been con-
structed with the following properties:

inv σ = totϕinv(σ), majσ = totϕmaj(σ), denσ = totϕden(σ).
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By taking the composition products of ϕinv, ϕmaj and ϕden, together with
their inverse bijections, we can explicitly construct one-to-one correspon-
dences of Sn onto itself, that map “inv” onto “maj”, “inv” onto “den”
and “maj” onto “den.”

3. The algebra of the q-binomial coefficients

Consider the product c = a · b of two formal series in the variable u
written in the form

a =
∑
i≥0

ui

i!
a(i) and b =

∑
j≥0

uj

j!
b(j).

If we want to express the product c in the form

c =
∑
n≥0

un

n!
c(n),

we are led to the identity

c(n) =
∑

i≥0, j≥0
i+j=n

(
n

i

)
a(i) b(j) (n ≥ 0),

where

(
n

i

)
is the binomial coefficient

n!

i! (n− i)!
.

Now if we replace the factorials i!, j!, n! occurring in the denominators
by their q-analogs (q; q)i, (q; q)j , (q; q)n, as they were defined in (0.1) and if
the coefficients a(i), b(j), c(n) are replaced by formal series a(i, q), b(j, q),
c(n, q) in the variable q, we obtain the identity

c(n, q) =
∑

i≥0, j≥0
i+j=n

[
n

i

]
a(i, q) b(j, q),

where

(3.1)

[
n

i

]
:=

(q; q)n
(q; q)i (q; q)n−i

(0 ≤ i ≤ n).

We can also write :

(3.2)

[
n

i

]
=

(qi+1; q)n−i
(q; q)n−i

=
(qn−i+1; q)i

(q; q)i
.

The expression

[
n

i

]
is called q-binomial coefficient or Gaussian polynomial.

It is a remarkable fact that this coefficient is a polynomial in q, with
nonnegative integral coefficient. This can be derived in an algebraic
manner.
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In definition (3.1) make the convention that the q-binomial coefficient[
n
i

]
is zero when condition 0 ≤ i ≤ n does not hold. First, we have[

n

0

]
=

[
n

n

]
= 1;(3.3) [

n

i

]
=

[
n

n− i

]
.(3.4)

We also have two Pascal Triangle formulas[
n

i

]
=

[
n− 1

i

]
+ qn−i

[
n− 1

i− 1

]
;(3.5) [

n

i

]
=

[
n− 1

i− 1

]
+ qi

[
n− 1

i

]
;(3.6)

that can be derived by mimicking the traditional calculus of the binomial
coefficients:[

n

i

]
−

[
n− 1

i

]
=

(q; q)n−1
(q; q)i (q; q)n−i

((1− qn)− (1− qn−i))

=
(q; q)n−1 q

n−i(1− qi)
(q; q)i (q; q)n−i

=
qn−i(q; q)n−1

(q; q)i−1 (q; q)n−i
= qn−i

[
n− 1

i− 1

]
.

In the same manner,[
n

i

]
=

[
n

n− i

]
=

[
n− 1

n− i

]
+ qn−(n−i)

[
n− 1

n− i− 1

]
=

[
n− 1

i− 1

]
+ qi

[
n− 1

i

]
.

Finally, the limit lim
q→1

[
n

i

]
=

(
n

i

)
is straightforward.

Relation (3.3) and one of the relations (3.5), (3.6) show that the q-
binomial coefficient

[
n
i

]
is a polynomial in q, with nonnegative coefficients,

of degree i(n − i). The first values of the q-binomial coefficients
[
n
i

]
are

shown in Table 3.1.[
1
0

]
=

[
1
1

]
= 1;

[
2
0

]
=

[
2
2

]
= 1;

[
2
1

]
= 1 + q;

[
3
0

]
=

[
3
3

]
= 1;[

3
1

]
=

[
3
2

]
= 1 + q + q2;

[
4
0

]
=

[
4
4

]
= 1;

[
4
1

]
=

[
4
3

]
= 1 + q + q2 + q3;[

4
2

]
= 1+q+2q2+q3+q4;

[
5
0

]
=

[
5
5

]
= 1;

[
5
1

]
=

[
5
4

]
= 1+q+q2+q3+q4;[

5
2

]
=

[
5
3

]
= 1 + q + 2q2 + 2q3 + 2q4 + q5 + q6.

Table 3.1
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In (1.16) and (1.17) we have obtained two expressions for each one of
the two q-exponentials eq(u) and Eq(u), first as infinite products, then as
q-series :

(3.7) eq(u) =
1

(u; q)∞
=

∑
n≥0

un

(q; q)n
;

(3.8) Eq(u) = (−u; q)∞ =
∑
n≥0

qn(n−1)/2
un

(q; q)n
.

By means of the q-binomial coefficients we can obtain the expansions
of the finite products 1/(u; q)N and (−u; q)N , where N is a nonnegative
integer. Those two products can be regarded as finite versions of the two
q-exponentials eq(u) and Eq(u).

Proposition 3.1. We have the identities:

1

(u; q)N
=

∑
n≥0

[
N + n− 1

n

]
un;(3.9)

(−u; q)N =
∑

0≤n≤N

[
N

n

]
qn(n−1)/2 un.(3.10)

Proof. To derive (3.9) go back to (1.12). We have:

1

(u; q)N
=

(qNu; q)∞
(u; q)∞

=
∑
n≥0

(qN ; q)n
un

(q; q)n

= 1 +
∑
n≥1

(q; q)N+n−1

(q; q)N−1 (q; q)n
un =

∑
n≥0

[
N + n− 1

n

]
un.

To derive (3.10) make use of the q-binomial theorem:

(−u; q)N =
(−u; q)∞

(−uqN ; q)∞
=

(q−N (−uqN ); q)∞
(−uqN ; q)∞

=
∑
n≥0

(q−N ; q)n
(−uqN )n

(q; q)n
=

∑
0≤n≤N

(q−N ; q)n
(−uqN )n

(q; q)n
.

The summation is finite, since (q−N ; q)n is zero for every n ≥ N +1. Now
use (1.10) for α = q−N , that is,

(qN+1−n; q)n = (q−N ; q)n (−qN )n q−n(n−1)/2.
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We get

(−u; q)N =
∑

0≤n≤N

(qN+1−n; q)n q
n(n−1)/2 un

(q; q)n

=
∑

0≤n≤N

[
N

n

]
qn(n−1)/2 un,

because of (3.2) with the substitutions n← N and i← n.

We can also prove (3.9) and (3.10) by induction on N , using the Pascal
Triangle formulas (3.5) and (3.6).

4. q-Binomial Combinatorial Structures

For an easy handling of the q-binomial coefficients in Combinatorics it is
essential to be familiar with the basic combinatorial structures that admit
those coefficients as generating polynomials. For each pair of integers
(N,n) we give the description of several pairs (A, f), where A is a finite
set of cardinality

(
N
n

)
and f is a statistic defined on A having the property

that

(4.1)
∑
a∈A

qf(a) =

[
N + n

n

]
.

Four of those structures are introduced below: the partitions of integers,
the nondecreasing sequences of integers, the binary words, the ordered
partitions in two blocks. Each of these structures has its own geometry
and its specific underlying statistic.

4.1. Partitions of integers. Formula (3.9) reads

(4.2)
1

(1− u)(1− uq) · · · (1− uqN )
=

∑
n≥0

[
N + n

n

]
un.

The left-hand side of (4.2) can be expressed as a formal series in the two
variables q and u ∑

n≥0

un
∑
m≥0

p(m,n,N) qm,

where p(m,n,N) is equal to the number of sequences (m0,m1,m2, . . . ,mN )
of nonnegative integers such that

(4.3) m0 +m1 + · · ·+mN = n and 1.m1 + 2.m2 + · · ·+N.mN = m,
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or, in an equivalent manner, to the number of partitions 1m12m2 . . . NmN

of the integer m whose number of parts is at most equal to n (because of
the occurrence of the coefficient m0). Hence,

p(m,n,N) is equal to the number of partitions of m in at most n parts,
all the parts being at most equal to N .

Notice that p(m,n,N) = 0 for m ≥ nN + 1. Let P(n,N) be the set
of partitions in at most n parts, all of them being at most equal to N
(their Ferrers diagrams are then contained in a rectangle of basis N and
height n). Let ‖π‖ denote the weight of a partition π ∈ P(n,N), that is,
‖π‖ = m if π is a partition of m. Accordingly,

(4.4)

[
N + n

n

]
=

∑
0≤m≤nN

p(m,n,N) qm =
∑

π∈P(n,N)

q∥π∥.

The first q-binomial model is then the pair (P(n,N), ‖ · ‖).

n

N
First kind

n

N
Second kind

Fig. 4.1

There is another way to derive identity (4.4), by using induction on
N + n, the formula being trivial for N + n = 1. We use (3.6), that can be
rewritten as [

N + n

n

]
=

[
N + (n− 1)

n− 1

]
+ qn

[
(N − 1) + n

n

]
.

But the factor
[
N+(n−1)
n−1

]
is the generating polynomial for the partitions

in at most (n− 1) parts, all of them being at most equal to N . Call them

of the first kind. The factor
[
(N−1)+n

n

]
is the generating polynomial for the

partitions π whose Ferrers diagram is contained in the rectangle (N−1)×n.
Add a column of height n to the left of the Ferrers diagram of each π. We
obtain the Ferrers diagram of a partition π′ having n parts exactly, all
of them being at most equal to N . Say that those partitions π′ are of
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the second kind. Their generating polynomial is equal to qn
[
(N−1)+n

n

]
by

induction. But, every partition in at most n parts, all at most equal to N ,
is either of the first kind, or of the second kind (see Fig. 4.1).

4.2. Nondecreasing sequences of integers. This model will appear to
be extremely convenient, for a great many of combinatorial objects can be
easily coded by sequences of integers. For each pair (N,n) of integers
let NDS(N,n) (resp. IS(N,n)) be the set of the nondecreasing (resp.
increasing) sequences of nonnegative integers b = (b1, b2, . . . , bN ) such that
0 ≤ b1 ≤ b2 ≤ · · · ≤ bN ≤ n (resp. 0 ≤ b1 < b2 < · · · < bN ≤ n). As above,
let tot b := b1 + b2 + · · ·+ bN .

Proposition 4.1. For each pair of integers (N,n) we have:[
N + n

n

]
=

∑
b∈NDS(N,n)

qtot b =
∑

b∈NDS(n,N)

qtot b;(4.5)

qN(N−1)/2
[
n+ 1

N

]
=

∑
B∈IS(N,n)

qtotB .(4.6)

Proof. Notice the symmetry of formula (4.5) in N and n. To derive
(4.5) we construct a bijection π 7→ b of P(n,N) onto NDS(n,N) that has
the property that ‖π‖ = tot b. Let π = (π1 ≥ π2 ≥ · · · ≥ πn ≥ 0) be a
partition in at most n parts, all of them at most equal to N . The bijection
is simply given by

π 7→ (πn, . . . , π2, π1) = b.

Suppose n ≥ N − 1. To prove (4.6) we use the traditional bijection B 7→ b
that maps each increasing sequence B ∈ IS(N,n) onto a nondecreasing
sequence b ∈ NDS(N,n−N + 1), defined by

(0 ≤ B1 < B2 < · · · < BN ≤ n) 7→ (0 ≤ b1 ≤ b2 ≤ · · · ≤ bN ≤ n−N + 1),

where b1 := B1, b2 := B2 − 1, b3 := B3 − 2, . . . , bN := BN − N + 1. It
follows that

totB =
N(N − 1)

2
+ tot b

and ∑
B∈IS(N,n)

qtotB = qN(N−1)/2
∑

b∈NDS(N,n−N+1)

qtot b

= qN(N−1)/2
[
N + (n−N + 1)

N

]
= qN(N−1)/2

[
n+ 1

N

]
.

The second q-binomial model is (NDS(N,n), tot).
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4.3. Binary words. Let BW(N,n) denote the set of all words of length
(N + n) having exactly N letters equal to 1 and n letters equal to 0.
If x = x1x2 . . . xN+n is such a word, the inversion number, inv x, of the
word x is defined as the number of subwords (not simply factors) 10 of the
word x.

Example. We can also write the number of 1’s that appear to the left
of each letter equal to 0, as shown below for the word x.

x = 1 0 0 1 0 1 0 0 1
· 1 1 · 2 · 3 3 ·

Hence inv x = 1 + 1 + 2 + 3 + 3 = 10.

Proposition 4.2. For each pair of integers (N,n) we have:

(4.17)

[
N + n

n

]
=

∑
x∈BW(N,n)

qinv x.

Proof. Again, we construct a bijection π 7→ x of P(N,n) onto
BW(N,n), such that ‖π‖ = inv x. Every partition π ∈ P(N,n) can
be, in its multiplicative version, described as a monomial in1

1 in2
2 . . . inr

r ,
where 0 ≤ i1 < i2 < · · · < ir ≤ N , n1 ≥ 1, n2 ≥ 1, . . . , nr ≥ 1 and
n1+n2+· · ·+nr = n. If the number of parts l(π) of π is strictly less than n,
let n1 := n − l(π) and i1 := 0. Then the partition π has its parts only
equal to i2, . . . , ir, repeated n2, . . . , nr times, respectively. If l(π) = n,
then 1 ≤ i1 and π has its parts equal to i1, . . . , ir, repeated n1, . . . , nr
times, respectively.

With the partition π associate the word x

x := 1i10n11i2−i10n21i3−i20n3 . . . 0nr−11ir−ir−10nr1N−ir .

The word x has i1 +(i2− i1)+ (i3− i2)+ · · ·+(ir − ir−1)+ (N − ir) = N
letters equal to 1 and n1+n2+n3+ · · ·+nr−1+nr = n letters equal to 0.
Moreover, ‖π‖ = i1.n1 + i2.n2 + · · ·+ ir.nr = i1.n1 + (i1 + (i2 − i1)).n2 +
· · · + (i1 + (i2 − i1) + · · · + (ir − ir−1)).nr = inv x. Finally, the mapping
π 7→ x is obviously injective, and then bijective.

Remark. There is a geometric manner to see the bijection π 7→ x
described in the previous proof. Put the Ferrers diagram of the partition π
inside a triangle of basis N and height n. The rim of the Ferrers diagram
is a polygonal line, made of vertical and horizontal steps of length 1,
starting from the point whose coordinates are (0, n) down to the point with
coordinates (N, 0). The rim has exactly n vertical steps and N horizontal
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n = 7 0
1 1 0

0
1 1 0

0
1 0

1 0

N = 6

Fig. 4.2

steps. Now read the rim of π from top to bottom and from left to right
and give label 0 (resp. label 1) to each vertical (resp. horizontal) step.
The word x thereby obtained is the binary word described in the previous
bijection (see Fig. 4.2).

Example. Consider the partition π = (6, 5, 4, 4, 2, 2) belonging to
P(6, 7). In its multiplicative version it can be expressed as the monomial
0122425161. The word x corresponding to that monomial is the word
x = 100112−00214−20215−40116−50116−6 = 0, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 1, 0,
which is the word we can read on the rim of its Ferrers diagram using the
previous labelling.

The third q-binomial model is then (BW(N,n), inv).

4.4. Ordered Partitions into two blocks. The word “partition” used
in this subsection will refer to (set) partitions. The (set) partition of a
finite set S is a collection of subsets (called blocks) of S, two by two
disjoint, whose union is S. By ordered partition of a set it is meant a (set)
partition into blocks, together with a linear ordering of those blocks. For
convenience, we may assume that some of those blocks are empty.

Now consider the set [N + n] of the (N + n) integers 1, 2, . . . , N + n. If
(A,B) is an ordered partition of [N+n] into two blocks, γ(A) (resp. γ(B))
will designate the increasing word whose letters are the elements of A (resp.
of B) written in increasing order. There is no inversion of letters in each of
the words γ(A), γ(B), so that the number of inversions inv(γ(A)γ(B)) in
the juxtaposition product γ(A)γ(B) is equal to the number of pairs (a, b)
such that a ∈ A, b ∈ B and a > b.

Proposition 4.3. For each pair of integers (N,n) we have[
N + n

n

]
=

∑
(A,B)

qinv(γ(A)γ(B)),

where the sum is over the set OP(N,n) of all the ordered partitions (A,B)
of the set [N + n] into two blocks such that |A| = N and |B| = n.
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Proof. It follows from Proposition 4.2 that the q-binomial coefficient[
N+n
n

]
is the generating function for the binary words x = x1x2 . . . xN+n

having N letters equal to 1 and n letters equal to 0, by the inversion
number. With such a binary word x associate the ordered partition (A,B)
of [N + n] defined by: i ∈ A or i ∈ B depending on whether xi = 0 or
xi = 1. The inversion xj = 1, xj′ = 0, j < j′ in the word x will then
correspond to the inversion j′ > j between the element j′ ∈ A and the
element j ∈ B.

The fourth q-binomial model is then (OP(N,n), inv).

5. The q-multinomial coefficients

They form a natural q-extension of the multinomial coefficients and
can be introduced as follows. For each integer r ≥ 1 and each sequence of
nonnegative integers (m1,m2, . . . ,mr) let

(5.1)

[
m1 +m2 + · · ·+mr

m1,m2, . . . ,mr

]
q

:=
(q; q)m1+m2+···+mr

(q; q)m1(q; q)m2 . . . (q; q)mr

.

If there is no ambiguity the subscript q is suppressed. In case r = 2 we
recover the expression of the Gaussian polynomial studied in the previous
section. The fact that the q-multinomial coefficient is a polynomial in q
with positive integral coefficients follows from the combinatorial interpre-
tations given in the sequel

When q tends to 1, the q-multinomial coefficient tends to the multino-
mial coefficient

(
m1+m2+···+mr

m1,m2,...,mr

)
, as is readily verified. We can then expect

that the q-multinomial coefficient is the generating polynomial for a set of
cardinality

(
m1+m2+···+mr

m1,m2,...,mr

)
by a certain statistic.

The two combinatorial interpretations of the q-binomial coefficient in
terms of classes of partitions and nondecreasing sequences are difficult
to be extended to the multinomial case. However, when going from the
binary words, studied in the previous subsection, to the words whose
letters belong to an alphabet of cardinality r (r ≥ 2) and when the
statistic “inv” is extended to those words, the q-multinomial coefficient
can easily be interpreted in a combinatorial way. In the sequel the word
“rearrangement” of a word w, with or without repeated letters, means any
word derived from w by permuting its letters in some order.

For r ≥ 1 and for each sequence m = (m1,m2, . . . ,mr) of nonnegative
integers let R(m) denote the class of all the words of length m =
m1 + m2 + · · · + mr which are rearrangements of the nondecreasing
word 1m12m2 . . . rmr . The number of such rearrangements is equal to the
multinomial coefficient

(
m1+m2+···+mr

m1,m2,...,mr

)
.
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Let w = x1x2 . . . xm be a word belonging to the class R(m). The number
of inversions, invw, of w is defined to be the number of pairs (i, j) such
that 1 ≤ i < j ≤ m and xi > xj . For each word w = x1x2 . . . xm it is
convenient, for each j = 1, . . . ,m, to determine the number zj of letters
xi lying to the left of xj such that xi > xj . Then invw = z1 + · · ·+ zm.

In the following example the number of inversions of w is determined
from the sequence of the zj ’s:

w =
z =

3 1 3 4 1 2 5 4 3
0 1 0 0 3 3 0 1 3

so that invw = tot z = 1 + 3 + 3 + 1 + 3 = 11.

Theorem 5.1. The q-multinomial coefficient
[
m1+m2+···+mr

m1,m2,...,mr

]
is the gen-

erating polynomial for the set R(m) by the number of inversions. In other
words,

(5.2)

[
m1 +m2 + · · ·+mr

m1,m2, . . . ,mr

]
=

∑
w∈R(m)

qinvw.

Proof. Relation (5.2) is banal for r = 1 and holds for r = 2 by
Proposition 4.2. Consider the factorization[

m1 +m2 + · · ·+mr+1

m1,m2, . . . ,mr+1

]
=

(q; q)m1+m2+···+mr+1

(q; q)m1(q; q)m2 . . . (q; q)mr+1

=
(q; q)m1+m2+···+mr+1

(q; q)m1+m2+···+mr (q; q)mr+1

(q; q)m1+m2+···+mr

(q; q)m1(q; q)m2 . . . (q; q)mr

=

[
m1 +m2 + · · ·+mr+1

m1 +m2 + · · ·+mr,mr+1

][
m1 +m2 + · · ·+mr

m1,m2, . . . ,mr

]
and take a word w = x1x2 . . . xm′ from the set R(m1,m2, . . . ,mr+1), so
that its length ism′ = m1+m2+· · ·+mr+1. The inversions xi > xj (i < j)
of w fall into two classes: (i) the inversions of the form xi = r+1 > s = xj ,
where s is one of the integers 1, 2, . . . , r; (ii) the inversions of the form
xi = s > t = xj , where r ≥ s > t ≥ 1.

Let w1 denote the word of length m′ derived from w by replacing all the
letters less than or equal to r by 1 and all the letters equal to (r+1) by 2.
Likewise, let w2 denote the subword of length m = m1 +m2 + · · · +mr

obtained from w by deleting all the letters equal to (r + 1).
The map w 7→ (w1, w2) is obviously a bijection of R(m1,m2, . . . ,mr+1)

onto R(m1 +m2 + · · ·+mr,mr+1)×R(m1,m2, . . . ,mr). Moreover,

(5.3) invw = invw1 + invw2.
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But by induction on r we have:

∑
w1

qinvw1 =

[
m1 +m2 + · · ·+mr+1

m1 +m2 + · · ·+mr,mr+1

]
;

∑
w2

qinvw2 =

[
m1 +m2 + · · ·+mr

m1,m2, . . . ,mr

]
.

The identity (5.2) is then a consequence of those identities and of (5.3).

6. The MacMahon Verfahren

The German word Verfahren means “procedure,” “way of doing,” . . .
This term applies to the rearrangement method of sequences of numbers,
imagined by MacMahon when he was dealing with q-series in a combina-
torial context.

Obviously, the fraction 1/(q; q)m is the generating function for the
partitions of integers in at most m parts. If we write such a partition
in its classical form π = (π1 ≥ π2 ≥ · · · ≥ πm ≥ 0), then the sequence
b = (b1, . . . , bm−1, bm) := (πm, . . . , π2, π1) is a nondecreasing sequence
of m nonnegative integers. Extending our previous notation we write
b ∈ NDS(m), so that

(6.1)
1

(q; q)m
=

∑
b∈NDS(m)

qtot b,

where tot b = b1 + · · ·+ bm.
In section 2 we have introduced the Mahonian statistic on a set of

cardinality n! and more essentially on the symmetric group Sn. We now
extend the definition of that statistic to arbitrary rearrangement classes.
A statistic “stat” is said to be Mahonian, if for every class R(m) the
following identity holds:

(6.2)
1

(q; q)m1+···+mr

∑
w∈R(m)

qstatw =
1

(q; q)m1
· · · (q; q)mr

.

Theorem 5.1 says nothing but that the inversion number “inv” is a
Mahonian statistic. By using (6.1), identity (6.2) can be rewritten in the
form

(6.3)
∑

b∈NDS(m), w∈R(m)

qtot b+statw =
∑

b(1),...,b(r)

qtot b
(1)+···+tot b(r) ,
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where b(1) ∈ NDS(m1), . . . , b
(r) ∈ NDS(mr). Hence, we can also say that a

statistic “stat” isMahonian, if to every pair (b, w) ∈ NDS(m)×R(m) there
corresponds a unique sequence (b(1), . . . , b(r)) ∈ NDS(m1)×· · ·×NDS(mr)
such that

(6.4) tot b+ statw = tot b(1) + · · ·+ tot b(r).

The purpose of this section is to use that definition for making the Major
Index appear as a Mahonian statistic, not only for permutations, but for
rearrangements of arbitrary words.

Each sequence (b(1), . . . , b(r)) can be mapped, in a bijective way, onto
a two-row matrix

(6.5)

(
b
(1)
m1 . . . b

(1)
1 b

(2)
m2 . . . b

(2)
1 . . . b

(r)
mr . . . b

(r)
1

1 . . . 1 2 . . . 2 . . . r . . . r

)
,

where, on the first row, the nonincreasing rearrangements b
(1)
m1 . . . b

(1)
1 ,

b
(2)
m2 . . . b

(2)
1 , . . . , b

(r)
mr . . . b

(r)
1 of the sequences b(1), b(2), . . . , b(r) have

been in that order.
The idea of the MacMahon Verfahren is to rearrange the columns of

the latter matrix in such a way that the elements on the top row will be in
nonincreasing order (when read from left to right), this being made in a
one-to-one manner. The bottom row will then go from 1m12m2 . . . rmr to a
rearrangement of that word. To realize the rearrangement of the columns
we make use of the following commutation rule:

(6.6) two columns

(
c

d

)
and

(
c′

d′

)
commute if and only if c 6= c′.

The commutation rule being given, to each matrix of type (6.5) there
corresponds, in a bijective manner, a matrix

(6.7)

(
y1 y2 . . . ym
x1 x2 . . . xm

)
,

whose top row is nonincreasing and if yk = yk+1, then xk ≤ xk+1, or, in
an equivalent way,

(6.8) xk > xk+1 =⇒ yk > yk+1.

In other words, if there is a descent on the bottom row, there is also a
descent on the top row, the converse being not necessarily true.
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For example, let r = 3, m1 = 6, m2 = 2, m3 = 4, b(1) = (0, 0, 1, 1, 5, 6),
b(2) = (1, 3), b(3) = (1, 1, 4, 5), so that m = m1 + m2 + m3 = 12. The
matrix of type (6.5) reads:(

6 5 1 1 0 0 3 1 5 4 1 1
1 1 1 1 1 1 2 2 3 3 3 3

)
.

Using the commutation rule (6.6) the matrix is transformed into a matrix
of type (6.8): (

6 5 5 4 3 1 1 1 1 1 0 0
1 1 3 3 2 1 1 2 3 3 1 1

)
.

The coefficients on the bottom row that are greater than their successors
are written in bold-face. We see that the corresponding coefficients on the
top row are greater than their successors (property (6.8)).

Go back to the general case and let v := y1y2 . . . ym denote the word
appearing on the top row of the matrix (6.7). It is the unique nonincreasing
rearrangement of the juxtaposition product b(1) . . . b(r). Next, let w :=
x1x2 . . . xm be the word appearing on the bottom row of (6.7). It is a
well-defined word belonging to R(m).

For k = 1, 2, . . . ,m let zk be the number of descents in the right
factor xkxk+1 . . . xm of w, that is, the number of subscripts j such that
k ≤ j ≤ m − 1 and xj > xj+1; next let bk := yk − zk (1 ≤ k ≤ m). If
xk > xk+1, then zk = zk+1 + 1 by definition of zk and also yk ≥ yk+1 + 1
by (6.8). It follows that bk = yk − zk ≥ yk+1 + 1 − (zk+1 + 1) = bk+1.
However, if xk ≤ xk+1, we always have yk ≥ yk+1, since v is nonincreasing
and also zk = zk+1. Hence bk = yk − zk ≥ yk+1 − zk+1 = bk+1.

We conclude that the sequence b defined by b := (bm, . . . , b2, b1) satisfies
the relations 0 ≤ bm ≤ · · · ≤ b2 ≤ b1, so that b ∈ NDS(m). Finally, if z(w)
designates the sequence (z1, z2, . . . , zm), we have:

tot b(1) + · · ·+ tot b(r) = y1 + y2 + · · ·+ ym

= (b1 + z1) + (b2 + z2) + · · ·+ (bm + zm)

= tot b+ tot z(w).(6.9)

Comparing the last identity with (6.4) we see that tot z(w) is a new
Mahonian statistic, if it can be verified that the mapping (b(1), . . . , b(r)) 7→
(b, w) is bijective. But the construction that has just been made is
perfectly reversible: starting with a word w ∈ R(m) and a sequence
b = (bm, . . . , b2, b1) ∈ NDS(m), we first determine the sequence z(w) =
(z1, . . . , zm). We know that the word v = y1 . . . ym−1ym defined by
yi := bi + zi (1 ≤ i ≤ m) is nonincreasing. We next form the two-row
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matrix
(
v
w

)
and by applying the commutation rule (6.6) we define the

sequences b(1), . . . , b(r) by (6.5). Relation (6.9) obviously holds.

Let us take again the previous example. We had obtained:(
v
w

)
=

(
6 5 5 4 3 1 1 1 1 1 0 0
1 1 3 3 2 1 1 2 3 3 1 1

)
.

We now get

v = 6 5 5 4 3 1 1 1 1 1 0 0
w = 1 1 3 3 2 1 1 2 3 3 1 1
z(w) = 3 3 3 3 2 1 1 1 1 1 0 0

3 2 2 1 1 0 0 0 0 0 0 0 = b (read from right to left)

and can verify that

tot b(1) + · · ·+ tot b(r) = (6 + 5 + 1 + 1) + (3 + 1) + (5 + 4 + 1 + 1) = 28

= tot b+ tot z(w) = (3 + 2 + 2 + 1 + 1) + (12 + 2 + 5) = 28.

Going back to the general case the problem is to characterize the new
Mahonian statistic “tot z(w)” in a more direct way. It is, indeed, the Major
Index, “maj”, already introduced in section 2 in the case of permutations.
Its definition can be extended to the case of arbitrary words.

Definition. Let w = x1x2 . . . xm be a word whose letter are taken
from the alphabet {1, 2, . . . , r}. The Major Index, “majw”, of the word w
is defined by

(6.10) majw :=
∑

1≤i≤m−1

i χ(xi > xi+1).

Thus, for calculating the Major Index of a word, we determine its
descents and their positions. The Major Index is the sum of the positions
of its descents.

Proposition 6.2. For every word w we have: majw = tot z(w).

Proof. If w = x1x2 . . . xm and 1 ≤ i ≤ m, we have defined zi
as being the number of descents in the right factor xixi+1 . . . xm, and
z(w) as being the sequence of the zi’s. If w is of length 1, obviously
majw = tot z(w) = 0. If w is of length greater than 1, define w′ :=
x1x2 . . . xm−1 and let z(w′) = (z′1, . . . , z

′
m−1). If xm−1 ≤ xm, then

majw = majw′xm = majw′ = tot z(w′) = tot z(w′xm) = tot z(w). If
xm−1 > xm, then majw = majw′ + (m − 1), since there is a descent in
position (m − 1). On the other hand, z(w) = ((z′1 + 1), . . . , (z′m−1 + 1));
hence tot z(w) = tot z(w′) + (m− 1).

In the next theorem we state the results derived in this section about
the Major Index.
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Theorem 6.3. The Major Index is a q-multinomial statistic; that is, for
each rearrangement class R(m) the identity

(6.11)

[
m1 +m2 + · · ·+mr

m1,m2, . . . ,mr

]
=

∑
w∈R(m)

qmajw

holds.

The right-hand side of (6.11) is the generating polynomial for the class
R(m) by the Major Index, a polynomial that will be denoted by Am(q).
Relation (6.11) can also be rewritten as

(6.12)
1

(q; q)m
Am(q) =

1

(q; q)m1
· · · (q; q)mr

,

which is (6.2) with “maj” replacing “stat.”
Now introduce the algebra of power formal series in the variables u1, u2,

. . . , ur. Let um := um1
1 um2

2 . . . umr
r , also (u; q)∞ := (u1; q)∞ · · · (ur; q)∞

and remember that m = m1 + · · · + mr. Next, multiply (6.12) by um

and sum the two sides of the equation with respect to all the sequences
m = (m1, . . . ,mr) of r nonnegative integers. By using the q-Binomial
Theorem (Theorem 1.1) we get the equivalent identity

(6.13)
∑
m

Am(q)
um

(q; q)m
=

1

(u; q)∞
.

7. A refinement of the MacMahon Verfahren

Re-examine the inverse mapping of the bijection

(7.1) (b(1), . . . , b(r)) 7→ (b, w)

of NDS(m1) × · · · × NDS(mr) onto NDS(m) × R(m), described in the
previous section. Each term zi in the sequence z(w) = (z1, z2, . . . , zm)
counts the number of descents in the right factor xixi+1 . . . xm of the
word w. Let desw :=

∑
1≤i≤m−1

χ(xi > xi+1) denote the number of descents

of the word w, so that

(7.2) z1 = desw.

As y1 = bm + z1 and since y1 is the maximum term in the sequence b(1),
. . . , b(r), we also have:

(7.3) b(1)m1
≤ b1 + desw, . . . , b(r)mr

≤ b1 + desw.
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Take a nonnegative integer s′ and a nondecreasing sequence b = bm . . . b2b1
such that 0 ≤ bm ≤ · · · ≤ b1 ≤ s′, i.e., b ∈ NDS(m, s′); further take a word
w ∈ R(m) and let

(7.4) s := s′ + desw.

It follows from the inequalities (7.3) that

(7.5) b(1) ∈ NDS(m1, s), . . . , b
(r) ∈ NDS(mr, s).

The bijection constructed in the previous section also has the property
stated in the next proposition.

Proposition 7.1. To each triple (s′, b, w) such that s′ ≥ 0, b ∈
NDS(m, s′) and w ∈ R(m) there corresponds, in a bijective manner, a se-
quence (s, b(1), . . . , b(r)), where s = s′+desw and where b(1) ∈ NDS(m1, s),
. . . , b(r) ∈ NDS(mr, s), having the property:

tot b(1) + · · ·+ tot b(r) = tot b+majw.

Let Am(t, q) denote the generating polynomial for R(m) by the bi-
statistic (des,maj):

(7.6) Am(t, q) =
∑

w∈R(m)

tdesw qmajw.

Then
1

(t; q)m+1
Am(t, q) =

∑
s′≥0

ts
′
[
m+ s′

s′

]
Am(t, q) [by (3.9)]

=
∑
s′≥0

ts
′ ∑
b∈NDS(m,s′)

qtot bAm(t, q) [by (4.5)]

=
∑

s′≥0, b∈NDS(m,s′),
w∈R(m)

ts
′+deswqtot b+majw

=
∑
s≥0

ts
∑

s′≥0, b∈NDS(m,s′),
w∈R(m), s′+desw=s

qtot b+majw

=
∑
s≥0

ts
∑

b(1)∈NDS(m1,s),...,

b(r)∈NDS(mr,s)

qtot b
(1)+···+tot b(r) ,

[in view of Proposition 7.1]

so that

(7.7)
1

(t; q)m+1
Am(t, q) =

∑
s≥0

ts
[
m1 + s

s

]
. . .

[
mr + s

s

]
[by (4.5)].
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As at the end of the previous section, we can express (7.7) as an identity
between formal power series in r variables u1, u2, . . . , ur. However, those
series will be normalized by denominators of the form (t; q)m+1. Again, let
um := um1

1 um2
2 . . . umr

r and let (u; q)s+1 := (u1; q)s+1 · · · (ur; q)s+1. Next,
multiply (7.7) by um and sum over all sequences m = (m1, . . . ,mr) of r
nonnegative integers. Then,

∑
m

Am(t, q)
um

(t; q)1+m
=

∑
s≥0

ts
∑
m

um

[
m1 + s

s

]
· · ·

[
mr + s

s

]

=
∑
s≥0

ts
(∑
m1

um1
1

[
m1 + s

s

])
· · ·

(∑
mr

umr
r

[
mr + s

s

])
,

so that by using (3.9),

(7.8)
∑
m

Am(t, q)
um

(t; q)1+m
=

∑
s≥0

ts

(u; q)s+1
.

Remark. Identities (7.7) and (7.8) appear to be “t-extensions” of
identities (6.12) and (6.13) derived in the previous section.

8. The Euler-Mahonian polynomials

In the previous section the polynomials Am(t, q) have been introduced
as generating polynomials for the class R(m) by the bi-statistic (des,maj).
In formula (7.7) they appear as numerators of rational fractions whose
series expansion in t has an explicit form. In fact, formula (7.7) is only
another way of looking at their (t, q)-generating function, as obtained in
(7.8). However there are other ways of expressing the polynomials without
any reference to any combinatorial interpretation, as shown in this section.
First, we state a definition that will be made valid, once we prove that
the four items (1)–(4) are equivalent. For proving the equivalence of those
statements we use two methods: a finite difference q-calculus and a q-
iteration that are developed afterwards.

For each multi-index m = (m1,m2, . . . ,mr−1,mr) let |m| := m1+m2+
· · ·+mr−1 +mr (a quantity that has been denoted by m in the previous
section) andm+1r := (m1,m2, . . . ,mr−1,mr+1). Also keep the notations
u, um, (u; q)s+1; also [0]q := 0 and [m]q := 1 + q + · · ·+ qm−1 (m ≥ 1).

Definition 8.1. Let r be a fixed positive integer. A sequence(
Am(t, q) =

∑
s≥0

tsAm,s(q)
)
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of polynomials in two variables t and q, indexed by a multi-index m =
(m1, . . . ,mr) of r nonnegative integers, is said to be Euler-Mahonian, if
one of the following equivalent four conditions holds:

(1) For all m we have:

(8.1)
1

(t; q)m+1
Am(t, q) =

∑
s≥0

ts
[
m1 + s

s

]
. . .

[
mr + s

s

]
.

(2) The (t, q)-generating function for those polynomials Am(t, q) is
given by:

(8.2)
∑
m

Am(t, q)
um

(t; q)1+|m|
=

∑
s≥0

ts

(u; q)s+1
.

(3) The recurrence relation holds:

(8.3) (1− qmr+1)Am+1r (t, q)

= (1− tq1+|m|)Am(t, q)− qmr+1(1− t)Am(tq, q).

(4) The recurrence relation holds for the coefficients Am,s(q):

(8.4) [mr + 1]q Am+1r,s(q)

= [mr + 1 + s]q Am,s(q) + qs+mr [1 + |m| − s−mr]q Am,s−1(q).

For the equivalence (1) ⇔ (2) see the previous section. To verify
(3)⇔ (4) notice that (8.3) is equivalent, for each s ≥ 0, to

(1− qmr+1)Am+1r,s(q)

= Am,s(q)−q1+|m|Am,s−1(q)−qmr+1+sAm,s(q)+q
mr+1+(s−1)Am,s−1(q),

which, in turn, is equivalent to (8.4) by dividing by (1− q). We next prove
(2) ⇒ (3) (resp. (3) ⇒ (2)) by means of the finite difference q-calculus
(resp. the q-iteration) given next.

8.1. A finite difference q-calculus. Let

(8.5) A(t, q;u) = A(t, q;u1, . . . , ur) :=
∑
m

Am(t, q)
um

(t; q)1+|m|

denote the left-hand side of (8.2) and form the q-finite difference applied
to the sole variable ur:

Dur := A(t, q;u1, . . . , ur)−A(t, q;u1, . . . , ur−1, urq).
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We get:

Dur =
∑
m

mr≥1

Am(t, q)
um

(t; q)1+|m|
−

∑
m

mr≥1

Am(t, q)
um1
1 . . . u

mr−1

r−1 (urq)
mr

(t; q)1+|m|

=
∑
m

Am+1r (t, q)
um+1r

(t; q)2+|m|

−
∑
m

Am+1r (t, q)
um1
1 . . . u

mr−1

r−1 (urq)
mr+1

(t; q)2+|m|
,

so that

(8.2) Dur
=

∑
m

(1− qmr+1)Am+1r (t, q)
um+1r

(t; q)2+|m|
.

Now use the right-hand side of (8.2):

Dur
=

∑
s≥0

ts

(u1; q)s+1 . . . (ur; q)s+1
−
∑
s≥0

ts

(u1; q)s+1 . . . (urq; q)s+1

=
∑
s≥0

ts

(u; q)s+1

[
1− 1− ur

1− urqs+1

]
= ur

∑
s≥0

ts

(u; q)s+1

[
1− qs+1 1− ur

1− urqs+1

]
= ur

(
A(t, q;u1, . . . , ur)− qA(tq, q;u1, . . . , ur−1, urq)

)
.

This yields:

(8.6) A(t, q;u1, . . . , ur)−A(t, q;u1, . . . , ur−1, urq)
= ur

(
A(t, q;u1, . . . , ur)− qA(tq, q;u1, . . . , ur−1, urq)

)
.

Re-write every term on the right-hand side by means of the polynomials
Am(t, q). We get:

ur A(t, q;u) =
∑
m

Am(t, q)
um+1r

(t; q)1+|m|

=
∑
m

(1− tq1+|m|)Am(t, q)
um+1r

(t; q)2+|m|
.(8.7)

In the same manner,

urq A(tq, q;u1, . . . , urq) =
∑
m

Am(tq, q)
um1
1 . . . u

mr−1

r−1 (urq)
mr+1

(tq; q)1+|m|

=
∑
m

qmr+1(1− t)Am(tq, q)
um+1r

(t; q)2+|m|
.(8.5)

Taking (8.5)—(8.7) into account we deduce the recurrence relation (8.4).
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8.2. A q-iteration method. By using the notation (8.5) we see that the
recurrence relation (8.3) can be rewritten:

(8.8) A(t, q;u)−A(t, q;u1, . . . , uiq . . . , ur)
= uiA(t, q;u)− uiq A(tq, q;u1, . . . , uiq, . . . , ur).

Let A(t, q;u) :=
∑
s≥0

tsGs(u, q). We deduce:

∑
s≥0

ts(1− ui)Gs(u, q) =
∑
s≥0

ts(1− uiqs+1)Gs(u1, . . . , uiq, . . . , ur, q).

Now take the coefficient of ts on each side. We obtain:

(8.9) Gs(u, q) =
1− uiqs+1

1− ui
Gs(u1, . . . , uiq, . . . , ur, , q),

for i = 1, . . . , r. Then, let Fs(u, q) := Gs(u, q)(u; q)s+1 and use (8.9). For
i = 1, . . . , r we obtain the equation

(8.10) Fs(u, q) = Fs(u1, . . . , uiq, . . . , ur, q).

But we can write Fs(u, q) =
∑

m umFs,m(q), where Fs,m(q) is a (positive)
power series in q. Fix the multi-index m and let mi be a nonzero
component of m. Relation (8.10) implies: Fs,m(q) = qmiFs,m(q). Hence,
Fs,m(q) = 0 and Fs(u, q) = Fs,0(q), a quantity that remains to be
evaluated. But, by definition of Fs(u, q), we have:

Fs,0(q) = Fs(u, q)
∣∣∣
u = 0

= Gs(u, q)(u; q)s+1

∣∣∣
u = 0

= Gs(0, q) = 1,

since
∑
s≥0

tsGs(0, q) = A(t, q; 0) =
1

(t; q)1
=

∑
s≥0

ts. Thus Gs(u, q) =

1

(u; q)s+1
.

Remark 8.2. If σ is a permutation of the set {1, . . . , r}, denote by σm
the sequence (mσ(1), . . . ,mσ(r)). In particular, R(σm) is the class of all
the rearrangements of the word 1mσ(1) . . . rmσ(r) . As the product of the
binomial coefficient on the right-hand side of (8.1) is symmetric in m1,
. . . , mr, we conclude that for every permutation σ we have:

(8.11) Aσm(t, q) = Am(t, q).
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Remark 8.3. The relations (8.3) and (8.4) provide the evaluations of
the first values of the polynomials Am(t, q). Because of the previous remark
it suffices to make the calculations for the nonincreasing sequences m.

Table of the polynomials Am(t, q) :

A(1) = 1; A(1,1) = 1+ tq; A(2) = 1; A(1,1,1) = 1+ t(2q+2q2)+ t2q3);

A(2,1) = 1 + t(q + q2); A(3) = 1;

A(1,1,1,1) = 1 + t(3q + 5q2 + 3q3) + t2(3q3 + 5q4 + 3q3) + t3q6;

A(2,1,1) = 1 + t(2q + 3q2 + 2q3) + t2(q2 + 2q4 + q5);

A(2,2) = 1+ t(q+2q2+ q3)+ t2q4; A(3,1) = 1+ t(q+ q2+ q3); A(4) = 1.

9. The insertion technique

In section 7 we have shown that the Euler-Mahonian polynomial
Am(t, q) was the generating polynomial for the class R(m) by the bi-
statistic (des,maj). To derive the result we made use of the MacMahon
Verfahren and obtained identity (8.1). The natural question is whether
we can prove the same result by using one of the two recurrence relations
(8.3), (8.4). If we dealt with the symmetric group (i.e., with all the mi’s
equal to 1), we would try the traditional insertion technique: start with
a permutation of order r and study the modification brought to the
underlying statistic when the letter (r+1) is inserted into the (r+1) slots
of the permutation. The technique can be applied without any difficulty.
Identity (8.4)—with all the mi’s equal to 1— is then easily derived.

With words with repeated letters the derivation is not straightforward.
A transformation called word marking must be made on the initial word.
The word marking goes as follows. This time we consider the polynomial

(9.1) Am(t, q) =
∑
s≥0

Am,s(q)t
s

as being the generating polynomial for R(m) by the bi-statistic (des,maj),
so that Am,s(q) is the generating polynomial for the words w ∈ R(m) such
that desw = s by the Major Index. Again use the notations [s]q := 1+q+
q2+· · ·+qs−1, |m| := m1+· · ·+mr andm+1j := (m1, . . . ,mj+1, . . . ,mr)
for each j = 1, 2, . . . , r and each sequence m = (m1,m2, . . . ,mr).

Proposition 9.1. Let 1 ≤ j ≤ r and let Am(t, q) be the generating
polynomial for R(m) by the bi-statistic (des,maj). Then the following
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relations hold:

(9.2) (1− qmj+1)Am+1j (t, q)

= (1− tq1+|m|)Am(t, q)− qmj+1(1− t)Am(tq, q);

(9.3) [mj + 1]qAm+1j ,s(q)

= [mj + 1 + s]q Am,s(q) + qs+mj [1 + |m| − s−mj ]q Am,s−1(q).

Proof. The latter identity is equivalent to the former one, so that
only (9.3) is to be proved. From Remark 8.3 this relation is equivalent to
the relation formed when j is replaced by any integer in {1, . . . , r }. It is
convenient to prove the relation for j = 1 which reads

(9.4) (1 + q + · · ·+ qm1)Ac+11,s(q)

= (1 + q + · · ·+ qm1+s)Am,s(q) + (qm1+s + · · ·+ q|m|)Am,s−1(q).

Consider the set R∗(m+11, s) of 1-marked words, i.e., rearrangements
w∗ of 1m1+1 . . . rmr with s descents such that exactly one letter equal to 1
has been marked. Each word w ∈ R(m+11) that has s descents gives rise
to m1 + 1 marked words w(0), . . . , w(m1). Define

maj∗ w(i) := majw + n1,

where n1 is the number of letters equal to 1 to the right of the marked 1.
Then clearly

m1∑
i=0

maj∗ w(i) = (1 + q + · · ·+ qm1)majw.

Hence

(1 + q + · · ·+ qm1)Am+11,s(q) =
∑

w∈R∗(m+11,s)

qmaj∗ w.

Let m = |m| and let the word w = x1x2 . . . xm ∈ R(m) have s descents.
Say that w has m + 1 slots xixi+1, i = 0, . . . ,m (where x0 = 0 and
xm+1 =∞ by convention). Call the slot xixi+1 green if either xixi+1 is a
descent, xi = 1, or i = 0. Call the other slots red. Then there are 1+s+m1

green slots and m− s−m1 red slots. Label the green slots 0, 1, . . . ,m1+ s
from right to left, and label the red slots m1 + s + 1, . . . ,m from left to
right.

For example, with r = 3, the word w = 2, 2, 1, 3, 2, 1, 2, 3, 3 has three
descents and ten slots. As m1 = 2, there are eight green slots and two red
slots, labelled as follows

slot 0 | 2 | 2 | 1 | 3 | 2 | 1 | 2 | 3 | 3 | ∞
label 5 6 4 3 2 1 0 7 8 9
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i w(i) desw(i) maj∗ w(i)

0 2 2⌢1 3⌢2⌢1 1 2 3 3 3 11
1 2 2⌢1 3⌢2⌢1 1 2 3 3 3 12
2 2 2⌢1 3⌢1 2⌢1 2 3 3 3 13
3 2 2⌢1 1 3⌢2⌢1 2 3 3 3 14
4 2 2⌢1 1 3⌢2⌢1 2 3 3 3 15
5 1 2 2⌢1 3⌢2⌢1 2 3 3 3 16
6 2⌢1 2⌢1 3⌢2⌢1 2 3 3 4 17
7 2 2⌢1 3⌢2⌢1 2⌢1 3 3 4 18
8 2 2⌢1 3⌢2⌢1 2 3⌢1 3 4 19
9 2 2⌢1 3⌢2⌢1 2 3 3⌢1 4 20

Table 9.1

Denote by w(i) the word obtained from w by inserting a marked 1 into
the i-th slot. Then it may be verified that

desw(i) =

{
desw, if i ≤ m1 + s;
desw + 1, otherwise.

(9.5)

maj∗ w(i) = majw + i.(9.6)

Example. Consider the above word w. In Table 9.1 the values of “des”
and “maj∗” on w(i). Descents are indicated by ⌢ and the marked 1 is
written in boldface.

So each word w ∈ R(m) with s descents and majw = n gives rise
to m1 + s + 1 marked words in R∗(m + 11, s) with maj∗ equal to
n, n+1, . . . , n+m1+s; and tom−s−m1 marked words in R∗(m+11, s+1)
with maj∗ equal to n+m1+s+1, . . . , n+m. Hence a word w in R(m) with
s− 1 descents gives rise to m− s+1−m1 marked words in R∗(m+11, s)
with maj∗ equal to majw+m1+s, . . . ,majw+m. This now proves relation
(9.4).

10. The two forms of the q-Eulerian polynomials

When the multi-index m is of the form (1r) = (1, 1, . . . , 1), the Euler-
Mahonian polynomial Am(t, q) will be denoted by majAr(t, q) and referred
to as the q-maj-Eulerian polynomial. It also follows from the previous two
sections that majAr(t, q) is the generating polynomial for the symmetric
group Sr by the bi-statistic (des,maj). As for the polynomial Am(t, q) for
an arbitrary m, the new polynomial majAr(t, q) can be characterized in
four different ways, as shown in the next definition.
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Definition 10.1. A sequence (majAr(t, q)) of polynomials in two vari-
ables t and q, indexed by the integers r ≥ 0, is said to be q-maj-Eulerian,
if one of the following equivalent four conditions holds:

(1) For every integer r ≥ 0 we have:

(10.1)
1

(t; q)r+1

majAr(t, q) =
∑
s≥0

ts
(
[s+ 1]q

)r
.

(2) The ordinary (resp. exponential) generating function for the ratios
majAr(t, q)

(t; q)r+1
is given by:

∑
r≥0

ur
majAr(t, q)

(t; q)r+1
=

∑
s≥0

ts
1

1− u [s+ 1]q
;(10.2a)

∑
r≥0

ur

r!

majAr(t, q)

(t; q)r+1
=

∑
s≥0

ts exp(u [s+ 1]q).(10.2b)

(3) The recurrence relation holds:

(10.3) (1−q)majAr(t, q) = (1− tqr)majAr−1(t, q)−q(1− t)majAr−1(tq, q).

(4) With majAr(t, q) :=
∑
s≥0

ts majAr,s(q) the coefficients majAr,s(q) satisfy
the recurrence:

(10.4) majAr,s(q) = [s+ 1]q
majAr−1,s(q) + qs[r − s]q majAr−1,s−1(q).

In the above definition (10.1), is the specialization of (8.1). However
(8.2a) and (8.2b) have no immediate counterparts, but the exponential

generating function for the ratios
1

(t; q)r+1

majAr(t, q) has an interesting

closed form, as written in (10.2). Finally, (10.3) and (10.4) are straight-
forward specializations of (8.3) and (8.4) when m = 1r−1.

When q = 1 in (10.1), (10.2) and (10.4), we recognize some familiar
definitions for the so-called Eulerian polynomials. Let us introduce them
following the same pattern as above.

Definition 10.2. A sequence (Ar(t)) of polynomials in one variable t,
indexed by the integers r ≥ 0, is said to be Eulerian, if one of the following
equivalent five conditions holds:

(1) For every integer r ≥ 0 we have:

(10.5)
1

(1− t)r+1
Ar(t) =

∑
s≥0

ts (s+ 1)r.
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(2) The exponential generating function for the ratios
Ar(t)

(1− t)r+1
is

given by:

(10.6)
∑
r≥0

ur

r!

Ar(t)

(1− t)r+1
=

∑
s≥0

ts exp(u (s+ 1)) =
eu

1− teu
.

(3) The following recurrence relation holds:

(10.7) Ar(t) = (1 + (r − 1)t)Ar−1(t) + t(1− t)A′r−1(t),

where A′r−1(t) denotes the derivative of the polynomial Ar−1(t).

(4) With Ar(t) :=
∑
s≥0

tsAr,s the coefficients Ar,s satisfy the recurrence:

(10.8) Ar,s = (s+ 1)Ar−1,s + (r − s)Ar−1,s−1.

(5) The exponential generating function for the polynomials reads:

(10.9)
∑
r≥0

ur

r!
Ar(t) =

1− t
−t+ exp(u(t− 1))

.

Notice that (10.1), (10.2) and (10.4) that define the q-maj Eulerian
polynomials are reduced to their counterparts (10.5), (10.6) and (10.8)
that define the Eulerian polynomials, when q is given the value 1. On
the other hand, we go from recurrence (10.8) to the q-recurrence (10.4)
by replacing the integers (s + 1) and (r − s) occurring in the relation
by their q-counterparts [s + 1]q = 1 + q + · · · + qs and qs[r − s]q =
qr−s+qr−s+1+· · ·+qr−1, respectively. We then say that the q-maj Eulerian
polynomial Ar(t, q) is a q-analog of the Eulerian polynomial Ar(t).

Also notice that there is no specialization of (10.3) for q = 1. To obtain
a recurrence for the polynomials Ar(t) themselves, as shown in (10.7),
we start from (10.8) and make the appropriate identifications. Finally,
observe that (10.9) is simply derived from (10.6) with the substitution
u← u/(1−t). The Eulerian polynomial Ar(t) is the generating polynomial
for Sr by the number of descents “des.”

Another q-extension of the Eulerian polynomials can be achieved by
using the defining relation (10.9) or the exponential generating function
for the polynomials tAn(t), that can be directly derived from (10.9) and
reads

1 +
∑
n≥1

un

n!
tAn(t) =

1− t
1− t exp((1− t)u)

.
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In the above fraction make the substitution exp(u) ← eq(u) and express
the fraction so derived as a q-series

(10.10)
∑
n≥0

un

(q; q)n
invAn(t, q) =

1− t
1− t eq((1− t)u)

,

where the invAn(t, q)’s are coefficients to be determined. Identity (10.10)
can be rewritten as∑

n≥0

invAn(t, q)
un

(q; q)n
=

(
1− t

∑
n≥1

(1− t)n−1 un

(q; q)n

)−1
,

so that the identity∑
n≥0

invAn(t, q)
un

(q; q)n
·
(
1− t

∑
n≥1

(1− t)n−1 un

(q; q)n

)
= 1

provides the recurrence: invA0(t, q) = 1 and

(10.11) invAn(t, q) =
∑

0≤k≤n−1

[
n

k

]
invAk(t, q) t (1− t)n−1−k (n ≥ 1),

so that the coefficients invAn(t, q) are polynomials in the two variables t
and q with integral coefficients. Let q tend to 1 in (10.11) and let
tBn(t) :=

invAn(t, q)
∣∣
q = 1 (n ≥ 1). This yields

tBn(t) =
∑

0≤k≤n−1

(
n

k

)
tBk(t) t (1− t)n−1−k (n ≥ 1),

which, in turn, is equivalent to

1 +
∑
n≥1

tBn(t)
un

n!
=

1− t
1− t exp(u(1− t))

.

Hence

1 +
∑
n≥1

Bn(t)
un

n!
=

1− t
−t+ exp(u(t− 1))

,

which is the right-hand side of (10.9). Hence Bn(t) = An(t) and tAn(t) is
the generating polynomial for Sn by the statistic 1 + des. Now what can
be said about the polynomial invAn(t, q)?
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Theorem 10.1. For n ≥ 1 the polynomial invAn(t, q) in the expansion

(10.12)
1− t

1− t eq((1− t)u)
=

∑
n≥0

invAn(t, q)
un

(q; q)n

is the generating polynomial for Sn by the bi-statistic (1 + des, inv), i.e.,

(10.13) invAn(t, q) =
∑
σ∈Sn

t1+desσqinv σ.

To prove Theorem 10.1 we will show that the induction formula (10.11)
holds for the polynomial defined by (10.13). For k = 0, 1, . . . , (n − 1) let

uk :=

[
n

k

]
invAk(t, q) t; then, by iteration on k = 0, 1, 2, . . . , (n− 1), define

(10.14) G−1 := 0; Gk := uk + (1− t)Gk−1.

We see that for proving the theorem it suffices to show that:

(10.15) invAn(t, q) = Gn−1.

But (10.15) follows immediately from the following lemma.

Lemma 10.2. For each k = 0, 1, . . . , (n − 1) the polynomial Gk defined
by the recurrence (10.14) is the generating polynomial, by the bi-statistic
(1+des, inv), for the set of the permutations of order n, whose longest in-
creasing right factor is of length at least equal to (n−k), i.e., permutations
σ = σ(1) . . . σ(n) such that σ(k + 1) < σ(k + 2) < · · · < σ(n).

Proof. By Proposition 4.3 we have[
n

k

]
=

∑
(A,B)

qinv(γ(A)γ(B)),

where the sum is over all ordered partitions (A,B) of [n ] into two blocks
such that |A| = k and |B| = n−k. Recall that γ(A) and γ(B) designate the
increasing words whose letters are the elements of A and of B, respectively.
With SA denoting the group of the permutations of A we have[

n

k

]
invAk(t, q) =

∑
(A,B)

∑
τ∈Sk

qinv(γ(A)γ(B))+inv τ t1+des τ

=
∑
(A,B)

∑
τ∈SA

qinv(γ(A)γ(B))+inv τ t1+des τ ,
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since A is of cardinality k. As the (n− k) terms of γ(B) are in increasing
order, the mapping (γ(A)γ(B), τ) 7→ σ defined by σ := τγ(B) is a
bijection onto the set of the permutations σ, whose longest increasing
right factor is of length at least equal to (n − k). Moreover inv σ =
inv γ(A)γ(B) + inv τ and desσ = des τ +χ(σ(k) > σ(k+1)). Let Sn,k be
the set of the permutations whose longest increasing right factor is exactly
of length (n − k) and Fk be the generating polynomial for Sn,k by the
bi-statistic (1 + des, inv). Then[
n

k

]
invAk(t, q) =

∑
σ∈Sn,0∪···∪Sn,k

qinv σt1+desσ−χ(σ(k)>σ(k+1))

=
∑

σ∈Sn,0∪···∪Sn,k−1

qinv σt1+desσ + t−1
∑

σ∈Sn,k

qinv σt1+desσ

= F0 + · · ·+ Fk−1 + t−1Fk.

Hence, by letting Gk := F0+ · · ·+Fk and by multiplying the identity by t,

uk = tGk−1 + (Gk −Gk−1) = Gk + (t− 1)Gk−1

and then

Gk = uk + (1− t)Gk−1,

which is precisely the induction relation (10.14).

The polynomials majAn(t, q) and invAn(t, q) form two q-analogs of the
Eulerian polynomial An(t). The polynomials tmajAn(t, q) and invAn(t, q)
already differ for n = 4. Notice that Theorem 10.1 implies that invAn(t, q)
is a polynomial with nonnegative integral coefficients.

Table of the polynomials majAn(t, q) and invAn(t, q).
majA1(t, q) = 1; majA2(t, q) = 1 + tq; majA3(t, q) = 1 + 2tq(q + 1) + t2q3;
majA4(t, q) = 1 + tq(3q2 + 5q + 3) + t2q3(3q2 + 5q + 3) + t3q6.
invA1(t, q) = t; invA2(t, q) = t+ t2q; invA3(t, q) = t+ 2t2q(q + 1) + t3q3;
invA4(t, q) = t+ t2(q4+3q3+4q2+3q)+ t3(3q5+4q4+3q3+ q2)+ t3q6.

11. Major Index and Inversion Number

Again, let R(m) be the set of all rearrangements of 1m12m2 . . . rmr .
In theorems 6.1 and 6.3 it was proved that the generating polynomial
for R(m) by the Inversion Number “inv”, on the one hand, and by the
Major Index “maj”, on the other hand, was equal to the q-multinomial
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coefficient
[

m
m1,m2,...,mr

]
, where m = m1+m2+ · · ·+mr. If we write those

two generating polynomials under the form∑
k≥0

qk |{w ∈ R(m) : invw = k}| and
∑
k≥0

qk |{w ∈ R(m) : majw = k}|,

we see that for every k ≥ 0 we have:

(11.1) |{w ∈ R(m) : invw = k}| = |{w ∈ R(m) : majw = k}|.

Hence, for every k ≥ 0 there exists a bijection of the set {w ∈ R(m) :
invw = k} onto the set {w ∈ R(m) : majw = k}; this is equivalent
to saying that there exists a bijection Φ de R(m) onto R(m) with the
property that

(11.2) majw = invΦ(w),

for every w ∈ R(m). This brings up the problem of constructing such a
bijection, that is to say, of inventing an explicit algorithm that transforms
a word w ∈ R(m) into a word w′ ∈ R(m) such that majw = invw′ in a
one-to-one manner.

Of course, when all the mi’s are equal to 1 and the rearrangement
class R(m) is simply the symmetric group Sr, the construction of such a
bijection can be made by means of the maj- and inv-codings introduced in
section 2. For arbitrary rearrangement classes we have to follow another
route, but the route will be richer, as further properties will be given for
free, in particular when we restrict ourselves to the symmetric group.

11.1. How to construct a bijection. The proofs of Theorems 6.1 and
6.3 were so different in nature that there was no hint for imagining any
immediate construction. However, if we make up a table of the first values
of the Major Index and Inversion Number for small classes R(m), we
observe a further property. Let L(w) (“L” for “last”) be the last letter of
the word w. Then, for every k ≥ 0 and x ∈ X = {1, 2, . . . , r} we have:

(11.3) |{w ∈ R(m) : invw = k, L(w) = x}|
= |{w ∈ R(m) : majw = k, L(w) = x}|.

In Fig. 11.1 the values of those two statistics have been calculated for
the words of the set R(2, 1, 1), the rearrangements of the word 1, 1, 2, 3. In
the first, second, third table the words ending by 1, 2, 3 are respectively
listed. We can observe that the distribution of “maj” and “inv” in each
table is the same.
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w maj inv

1, 2, 3, 1 3 2

1, 3, 2, 1 5 3

2, 1, 3, 1 4 3

2, 3, 1, 1 2 4

3, 1, 2, 1 4 4

3, 2, 1, 1 3 5

w maj inv

1, 1, 3, 2 3 1

1, 3, 1, 2 2 2

3, 1, 1, 2 1 3

w maj inv

1, 1, 2, 3 0 0

1, 2, 1, 3 2 1

2, 1, 1, 3 1 2

Fig. 11.1

For each letter x belonging to a linearly ordered alphabet X and each
word w let botx(w) (resp. topx(w), resp. |w|x) denote the number of letters
in w which are less than or equal to (resp. greater than, resp. equal to) x.
In particular,

(11.4) botx(w) + topx(w) = |w| (length of w).

Further, let R(m)x be the set of words wx, where w ∈ R(m). If w′ is a
rearrangement of w, the following properties hold:

invwx = invw + topx(w);(11.5)

majwx =

{
majw, if L(w) ≤ x ;

majw + botx(w) + topx(w), if L(w) > x.
(11.6)

Suppose that property (11.3) holds for every class R(m). Then there
exists a bijection w 7→ w′ of R(m) onto itself such that majw = invw′

and L(w) = L(w′). In the same manner, the letter x being given, there
also exists a bijection w 7→ w′′ such that majwx = invw′′x.

If L(w) ≤ x, we then have:

L(w′) = L(w);

invw′ = majw

= majwx [by (11.6)]

= invw′′x

= invw′′ + topx(w
′) [by (11.5)].

If L(w) > x, we also have:

L(w′) = L(w);

invw′ = majw

= majwx− botx(w)− topx(w) [by (11.6)]

= invw′′x− botx(w)− topx(w)

= invw′′ − botx(w
′) [by (11.5)].
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Consequently, if property (11.3) holds, there exists a bijection γx of
R(m) onto itself, namely w′ 7→ w′′, having the property

(11.7) inv γx(w
′) =

{
invw′ − topx(w

′), if L(w′) ≤ x ;

invw′ + botx(w
′), if L(w′) > x.

Conversely, if there exists a bijection γx : w′ 7→ w′′ that sastisfies (11.7),
we can define a bijection Φ of each class of rearrangements of words onto
itself by letting

(11.8) Φ(w) := w,

if w is of length 1, and for each nonempty word w and each letter x by
letting

(11.9) Φ(wx) := γx(Φ(w))x.

Thus by induction we determine the image Φ(w) of w, then apply the
bijection γx to Φ(w), finally the letter x is juxtaposed at the end of the
word.

Theorem 11.1. The following two statements are equivalent:
(a) Property (11.3) holds for every class.
(b) For every letter x there exists a bijection γx : w′ 7→ w′′ such that

property (11.7) holds; moreover, the bijection Φ defined by (11.8) and
(11.9) has the properties:

(11.10) majw = invΦ(w) and L(w) = L(Φ(w)).

Proof. The implication (b) ⇒ (a) is straightforward. To prove the
converse it suffices to verify (11.10). First, L(w) = L(Φ(w)) by the
definition of Φ given in (11.9). Then, for each nonempty word w and
each letter x such that L(w) ≤ x we have:

invΦ(wx) = inv γx(Φ(w))x

= inv γx(Φ(w)) + topx(w) by (11.5)]

= (invΦ(w)− topx(Φ(w))) + topx(w) [by (11.7)]

= majw

= majwx.

If L(w) > x, we have:

invΦ(wx) = inv γx(Φ(w)) + topx(w)

= (invΦ(w) + botx(w)) + topx(w)

= majw + |w|
= majwx.
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Thus, the construction of a bijection Φ boils down to the constructions of
bijections γx having property (11.7).

11.2. The binary case. Let a, b be two elements of the alphabet such
that a < b and consider a (binary) word w′ of the class R(ma,mb) with
ma,mb ≥ 1. We have

botx(w
′) =


0, if x < a;
|w′|a, if a ≤ x < b;
|w′|, if b ≤ x;

topx(w
′) =

 |w
′|, if x < a;

|w′|b, if a ≤ x < b;
0, if b ≤ x.

Condition (11.7) can be rewritten as

(11.11) inv γx(w
′) =


invw′, if x < a;
invw′ − |w′|b, if L(w′) = a ≤ x < b;
invw′ + |w′|a, if a ≤ x < L(w′) = b;
invw′, if b = L(w′) ≤ x.

We can take the identity map for γx when x < a or b = L(w′) ≤ x. Let vy
belong to R(ma,mb) with y the last letter equal to a or b. The most
straightforward transformation we can think of for γx in the remaining
two cases is

(11.12) γx(vy) := yv,

which is obviously bijective and satisfies (11.11). The next theorem is then
a consequence of Theorem 11.1.

Theorem 11.2. Let {a, b} be a two-letter alphabet (a < b) and for each
x = a, b let γx be defined, for every binary word v in the letters a, b, by

(11.13) γa(va) = av and γb(vb) = vb.

Then, the transformation Φ, as defined in (11.8) and (11.9), is a bijection
of every rearrangement class onto itself having the property:

majw = invΦ(w) and L(w) =  L(Φ(w)).

Example. Starting with w = 0, 0, 1, 0, 1, 1, 0, so that majw = 3+6 = 9,
we successively have:
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v Φ(v)

0 0

0, 0 γ0(0) = 0 0, 0

0, 0, 1 γ1(0, 0) = 0, 0 0, 0, 1

0, 0, 1, 0 γ0(0, 0, 1) = 1, 0, 0 1, 0, 0, 0

0, 0, 1, 0, 1 γ1(1, 0, 0, 0) = 1, 0, 0, 0 1, 0, 0, 0, 1

0, 0, 1, 0, 1, 1 γ1(1, 0, 0, 0, 1) = 1, 0, 0, 0, 1 1, 0, 0, 0, 1, 1

0, 0, 1, 0, 1, 1, 0 γ0(1, 0, 0, 0, 1, 1, ) = 1, 1, 0, 0, 0, 1 1, 1, 0, 0, 0, 1, 0

Thus Φ(w) = 1, 1, 0, 0, 0, 1, 0 and invΦ(w) = 9 = majw.

11.3. From the binary to the general case. The next step is to start
with the natural bijection γx, introduced in (11.13) and see how it can be
extended to arbitrary words while keeping property (11.7).

For each n ≥ 1 let En := {0, 1, 2, . . . , n} and let E∗n denote the set of
all finite words whose letters belong to En. For x, xi ∈ En define

βx(xi) :=

{
0, if xi ≤ x;
1, if xi > x;

(11.14)

and for each word w = x1x2 . . . xm ∈ E∗n let

u := βx(x1)βx(x2) . . . βx(xm).

If i1 < i2 < · · · < ia (resp. j1 < j2 < · · · < jb) is the sequence of the
subscripts i such that xi ≤ x (resp. subscripts j such that xj > x), let w0,
w1 be the subwords: w0 = xi1xi2 . . . xia and w1 = xj1xj2 . . . xjb . Also let

(11.15) Bx(w) := (u,w0, w1).

Proposition 11.3. For each x ∈ En the mapping Bx defined in (11.15)
is a bijection of E∗n onto the set of triples (u,w0, w1) such that |w| = |u|,
|u|0 = |w0| and |u|1 = |w1| having the further property that

(11.16) invw = inv u+ invw0 + invw1.

Proof. Relation (11.16) simply indicates a sorting of the inversions
within the word w. The bijective property is obvious.

Now, let w be a word in E∗n and let x be a letter. Form the chain

(11.17) w
Bx−→ (u,w0, w1) 7→ (γx(u), w0, w1)

B−1
x−→ w′,

where B−1x designates the inverse of Bx, and define γx(w) := w′.
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When w is a binary word, i. e. n = 1, the above chain gives back the
value of γx(w) defined in the previous subsection. Assume n ≥ 2 and
let w = x1x2 . . . xm be an arbitrary word. If all its letters are greater
than (resp. less than or equal to) x, then Bw(w) = (1m, e, w) (resp.
Bx(w) = (0m, w, e)), so that γx(w) = w. Condition (11.7) holds.

If L(w) ≤ x and there is at least one letter of w greater than x, then
L(u) = 0 and inv γx(w) = inv γxu+invw0+invw1 = inv u−|u|1+invw0+
invw1 = inv u− topx(w) + invw0 + invw1 = invw − topx(w).

If L(w) > x and there is at least one letter of w less than or equal to x,
then L(u) = 1 and inv γx(w) = inv γxu+ invw0 + invw1 = inv u+ |u|0 +
invw0 + invw1 = inv u + botx(w) + invw0 + invw1 = invw + botx(w).
Thus, condition (11.7) always holds.

Accordingly, our program is fulfilled: by means of the bijections defined
in (11.13) for binary words, then, the bijections Bx defined in (11.15) and
finally the chain (11.17), we hold a family of bijections γx that, when
incorporated in the definition of Φ given in (11.9), provide a bijection
having properties (11.10).

The three steps (11.13), (11.15), (11.17) can be combined and described
more quickly by making use of the x-factorisation defined as follows: let x
be a letter and w a word. If the last letter L(w) of w is less than or equal
to (resp. greater than) x, the word w admits the unique factorization:

(v1y1, v2y2, . . . , vpyp),

called its x-factorisation having the following properties:

(i) each yi (1 ≤ i ≤ p) is a letter verifying yi ≤ x (resp. yi > x) ;
(ii) each vi (1 ≤ i ≤ p) is a factor which is either empty or has all its

letters greater than (resp. smaller than or equal to) x.
We then let:

(11.18) γx(w) := y1v1y2v2 . . . ypvp.

We see again that γx is a bijection of each class R(m) onto itself, since it
maps each x-factorisation (v1y1, v2y2, . . . , vpyp), obtained by cutting the
word after every letter less than or equal to (resp. greater than) x onto
the factorisation (y1v1, y2v2, . . . , ypvp) obtained by cutting the word before
every letter less than or equal to (resp. greater than) x.

The transformation Φ itself, as defined in (11.9), can also be described
in the following algorithmic manner:
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Algorithm for Φ. Let w = x1x2 . . . xm;
1. Put i := 1, w′i := x1;
2. If i = m, let Φ(w) := w′i and stop; else continue;
3. If the last letter of w′i is less than or equal to (resp. greater than)

xi+1, cut w′i after every letter less than or equal to (resp. greater than)
xi+1 ;

4. In each compartment of w′i determined by the previous cuttings,
move the last letter in the compartment to the beginning of it; let v′ be
the word obtained after all those moves; put w′i+1 := v′xi+1; replace i by
i+ 1 and go to 2.

For example, the image of w = 4, 3, 5, 1, 1, 3, 4, 2, 3 under Φ is obtained
as follows:

w′1 = 4 |
w′2 = 4 | 3 |
w′3 = 4 | 3 | 5 |
w′4 = 43 5 1 |
w′5 = 1 | 4 3 | 5 1 |
w′6 = 1 | 3 | 4 | 1 | 5 3 |
w′7 = 13 | 4 | 1 3 | 5 | 4 |
w′8 = 3 | 1 | 4 3 | 1 | 5 4 2 |

Φ(w) = w′9 = 3, 1, 3, 4, 1, 2, 5, 4, 3.

The descents in the word w = 4, 3, 5, 1, 1, 3, 4, 2, 3 are in position 1, 3 and 7,
so that majw = 11. But Φ(w) = 3, 1, 3, 4, 1, 2, 5, 4, 3 has invΦ(w) = 11
inversions. Finally, w and Φ(w) end with the same letter, namely 3.

11.4. Further properties of the transformation. As we now see, the
transformation Φ just defined preserves other statistics, first, the set-
valued statistic inverse ligne of route and also the subword-valued statis-
tics right-to-left minimum letter subword and right-to-left maximum letter
subword we now define.

If a multiplicity m reads m = (m1, . . . ,mi, 0, . . . , 0,mj , . . . ,mr) with
1 ≤ i < j ≤ r and mi,mj ≥ 1, we say that j is the succcessor of i in m
and we write j = succ i. Of course, if all the components of m are positive,
the successor of each i (1 ≤ i ≤ r − 1) is (i + 1). Let w be a word in the
class R(m).

Definition. The inverse ligne of route of w is defined to be the set,
denoted by Ilignew, of all the letters i such that the rightmost occurrence
of succ(i) lies to the left of the rightmost occurrence of i. In an equivalent
manner, the letter i is said to belong to the inverse ligne of route of w,
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if w can be written v succ(i) v′ i v′′, where the factor v′′ contains no letter
equal to succ(i).

For example, consider the rearrangement w = 43 6 1 1 3 4 2 3 of the
nondecreasing word 12233426. The inverse ligne of route of w is Ilignew =
{3, 4}. Notice that 4 ∈ Ilignew, since succ(4) = 6 is located on the left of
the rightmost occurrence of 4. Also 1 6∈ Ilignew, since there is a letter 2
on the right of the rightmost occurrence of 1.

Remark. The expression “line of route” is classical; we have added
the letter “g” making up “ligne of route,” thus bringing a slight touch
of French. The ligne of route of a word w = x1x2 . . . xm is defined to be
the set, denoted by Lignew, of all the i’s such that 1 ≤ i ≤ m − 1 and
xi > xi+1.

Definition. Let w = x1x2 . . . xm be a word of length m; denote by
1 ≤ i1 < i2 < · · · < ia the sequence of all the i’s such that ia = m and
xi ≤ xk for all k ≥ i. The right-to-left minimum place subword and the
right-to-left minimum letter subword of w are respectively defined by:

Rmip(w) := i1i2 . . . ia;

Rmil(w) := xi1xi2 . . . xia .

In the same manner, let 1 ≤ j1 < j2 < · · · < jb be the sequence of the
integers j’s such that jb = m and xj > xk for all k > j. The right-to-left
maximum place subword and right-to-left maximum letter subword of w
are defined by

Rmap(w) := j1j2 . . . jb;

Rmals(w) := xj1xj2 . . . xjb .

For example,

Rmap(w) =
Rmip(w) =

w =
Rmil(w) =
Rmals(w) =

1 2 3 4 5 6 7 8 9 10
3 7 10
4 5 8 9 10

4 3 5 1 1 3 4 2 3 3
1 1 2 3 3

5 4 3

Notice that the words Rmip(w) and Rmap(w) are always strictly
increasing, as they are subwords of the increasing word 1 2 . . . m; also
observe the discrepancy between Rmals(w), which is strictly decreasing
and Rmil(w), which is increasing in the large sense. This explains the

57



D. FOATA AND G.-N. HAN

presence of the “s” in our notation for “Rmals.” Finally, let y := xi1 , then
Rmilw = ymyv, where v has no letter equal to y.

Four other analogous definitions “Lmip,” “Lmap,” “Lmil” and “Lmals”
can be introduced by considering the subwords from left to right, instead
of right to left. We will do it later on for permutations only.

Remark. For a permutation w the numerical statistics #Lmilw and
#Lmalsw have been considered long ago by probabilists under the names
of lower records and upper records.

Theorem 11.3. Let Φ be the transformation constructed in subsec-
tion 11.3. Then, the following properties hold for every word w:

(a) majw = invΦ(w);
(b) Φ(w) is a rearrangement of w and the restriction of Φ to each

rearrangement class R(m) is a bijection of R(m) onto itself;
(c) Ilignew = IligneΦ(w);
(d) Rmilw = RmilΦ(w);
(e) Rmalsw = RmalsΦ(w).

The next corollary is an immediate consequence of Theorem 1.2.

Corollary 11.4. Let A be a finite set of integers, u, v be two words and
R(m) be a rearrangement class. Then, the statistics “maj” and “inv” are
equidistributed on the subclass

{w ∈ R(m) : (Iligne,Rmil,Rmals)w = (A, u, v)}.

In Fig. 11.2 the values of these statistics have been calculated for the
words belonging to the class R(2, 1, 1), the rearrangements of the word
1, 1, 2, 3. There are five tables corresponding to five subclasses character-
ized by a value (A, u, v) of the triple (Iligne,Rmil,Rmals). Notice that
within each subclass the statistics “inv” and “maj” are equidistributed.

When Φ is restricted to Sn, the group of permutations of 1, 2, . . . , n,
i.e., the rearrangement class R(1n), several properties can also be derived.
For each permutation w let

imajw :=
∑
i

i χ(i ∈ Ilignew).

It is immediate to verify
imajw = majw−1,

where w−1 denotes the inverse permutation of w. We then deduce the
following corollary that is proved in section 5.
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w maj inv Iligne Rmil Rmals

1, 2, 3, 1 3 2 1 1, 1 3, 1

2, 1, 3, 1 4 3 1 1, 1 3, 1

2, 3, 1, 1 2 4 1 1, 1 3, 1

w maj inv Iligne Rmil Rmals

1, 1, 3, 2 3 1 2 1, 1, 2 3, 2

1, 3, 1, 2 2 2 2 1, 1, 2 3, 2

3, 1, 1, 2 1 3 2 1, 1, 2 3, 2

w maj inv Iligne Rmil Rmals

1, 3, 2, 1 5 3 1, 2 1, 1 3, 2, 1

3, 1, 2, 1 4 4 1, 2 1, 1 3, 2, 1

3, 2, 1, 1 3 5 1, 2 1, 1 3, 2, 1

w maj inv Iligne Rmil Rmals

1, 1, 2, 3 0 0 ∅ 1, 1, 2, 3 3

w maj inv Iligne Rmil Rmals

1, 2, 1, 3 2 1 1 1, 1, 3 3

2, 1, 1, 3 1 2 1 1, 1, 3 3

Fig. 11.2

Corollary 11.4. The two statistics “ inv” and “ imaj” are equally dis-
tributed on each set of permutations having a given ligne of route A, a
given left-to-right maximum place subword C and a given right-to-left
maximum place subword D. In other words, let

S := {w ∈ Sn : Lignew = A, Lmapw = C, Rmapw = D};
then ∑

w∈S
qinvw =

∑
w∈S

qimajw.

The preceding corollary is an extension of the classical result (see, e.g.
[Lo02, Theorem 11.4.4]), where no restriction is made neither on “Lmap,”
nor on “Rmap”, but only on “Ligne.”

Proof of Theorem 11.3. Properties (a) and (b) have been proved with
Theorem 11.1. For the remaining ones we proceed as follows:

Proof of Property (c).
Consider the mapping wx 7→ Φ(wx) defined by (11.9), where wx

belongs to the rearrangement class R(m). Let z a letter of wx having
a successor z′ := succ(z) in m. Suppose L(w) ≤ x (resp. L(w) > x).
There are four cases to be considered:

(i) z < z′ < x; let P be the property “the rightmost occurrence of z′

is to the left of the rightmost occurrence of z.” Then, all the following
properties are equivalent: (1) P holds for wx; (2) P holds for w; (3) P
holds for Φ(w) [by induction]; (4) P holds for y1y2 . . . yp; (resp. (4) P
holds for v1v2 . . . vp;) (5) P holds for y1v1y2v2 . . . ypvp = γx(Φ(w)); (6) P
holds for Φ(wx) = γx(Φ(w))x.

(ii) x < z < z′; same proof, only property (4) is to reverse: (4) P holds
for v1v2 . . . vp; (resp. (4) P holds for y1y2 . . . yp;)
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(iii) x = z < z′; then x ∈ Ilignewx and x ∈ IligneΦ(wx), since
L(Φ(w)) = L(w) = x.

(iv) z < z′ = x; then x 6∈ Ilignewx and x 6∈ IligneΦ(wx).

Proof of Property (d).
Assume that (d) holds for a nonempty word w and let x be a letter.

If all the letters of wx are equal, the result is banal. Otherwise, let
Rmil(w) := xi1xi2 . . . xia , so that, by induction Rmil Φ(w) = xi1xi2 . . . xia
Notice that L(w) = L(Φ(w)) = xm = xia and the smallest letter of w is
equal to xi1 .

If all the letters of w are less than x, then Rmil(wx) = x = RmilΦ(wx).
If it is not the case, but still if L(w) ≤ x, then

xi1xi2 . . . xiax = Rmil(wx)

= Rmil(Φ(w)x) [by induction]

= Rmil(y1y2 . . . ypx) [by definition of the x-factorization]

= Rmil(y1v1y2v2 . . . ypvpx)

= RmilΦ(wx). [by definition of Φ]

If L(w) > x, there is a unique integer k such that 1 ≤ k ≤ a − 1 and
xi1 ≤ · · · ≤ xik ≤ x < xik+1

≤ · · · ≤ xia . Then

xi1 . . . xikx = Rmil(wx)

= Rmil(Φ(w)x) [by induction]

= Rmil(v1v2 . . . vpx) [by definition of the x-factorization]

= Rmil(y1v1y2v2 . . . ypvpx)

= RmilΦ(wx). [by definition of Φ]

Proof of Property (e).
Again, the result is banal if all the letters of wx are identical. Otherwise,

let Rmals(w) := xj1xj2 . . . xjb , so that RmalsΦ(w) = xj1xj2 . . . xjb . If
all the letters of w are less than or equal to x, then Rmalswx = x =
RmalsΦ(wx). If it is not the case, but still L(w) ≤ x, there is a unique
integer k such that 1 ≤ k ≤ b− 1 and xj1 > · · · > xjk > x ≥ xjk+1

> · · · >
xjb . Then

xj1 . . . xjkx = Rmals(wx)

= Rmals(Φ(w)x) [by induction]

= Rmals(v1v2 . . . vpx) [by definition of the x-factorization]

= Rmals(y1v1y2v2 . . . ypvpx)

= RmalsΦ(wx). [by definition of Φ]
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If L(w) > x, then

xj1 . . . xjkx = Rmals(wx)

= Rmals(Φ(w)x) [by induction]

= Rmals(v1v2 . . . vpx) [by definition of the x-factorization]

= Rmals(y1v1y2v2 . . . ypvpx)

= RmalsΦ(wx). [by definition of Φ]

This achieves the proof of Theorem 11.3.

11.5. Application to permutations. Consider the classes R(m) of words
without repeated letters (all themi’s are equal to 1), i.e., the permutations.
The inverse ligne of route of a permutation w = x1x2 . . . xr (of the word
12 . . . r) is then the set of all the integers j such that 1 ≤ j ≤ r − 1 and
(j + 1) is to the left of j within the word x1x2 . . . xr.

The ligne of route of a permutation w is the set, Lignew, of the
integers j such that xj > xj+1, so that

desw = |Lignew| and majw =
∑
j

j (j ∈ Lignew).

It is readily seen that

(11.19) Ilignew = Lignew−1,

where w−1 designates the inverse of the permutation w. Also let

idesw := | Ilignew| and imajw :=
∑
j

j (j ∈ Ilignew).

The statistic “imaj” is called the Inverse Major Index of w. Also let i(w)
denote the inverse w−1 of the permutation w. As inv i(w) = invw, it
follows from the property (c) that the chain

w
i7→ w1

Φ−1

7→ w2
i7→ w3

Φ7→ w4
i7→ w5

has the properties:

Lignew = Ilignew1 = Ilignew2 = Lignew3;

desw = idesw1 = idesw2 = desw3;

majw = imajw1 = imajw2 = majw3 = invw4 = invw5;

invw = invw1 = majw2 = imajw3 = imajw4 = majw5.

This result has several consequences that are now stated.
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Corollary 11.5. The six pairs (maj, inv), (imaj, inv), (imaj,maj),
(maj, imaj), (inv, imaj), (inv,maj) are equally distributed on each sym-
metric group Sn, i.e., with w running over Sn we have:

(11.20)
∑
w

qmajw
1 qinvw2 =

∑
w

qmajw
1 qinvw2 =

∑
w

qimajw
1 qmajw

2

=
∑
w

qmajw
1 qimajw

2 =
∑
w

qinvw1 qimajw
2 =

∑
w

qinvw1 qmajw
2 .

Corollary 11.6. With w running over Sn we have:

(11.21) invAn(t, q) =
∑
w

tdeswqinvw =
∑
w

tdeswqimajw.

Proof. Consider the bijection w 7→ w3.

Corollary 11.7. The two statistics “ inv” and “ imaj” have the same
distribution on each set of permutations having a given ligne of route. In
other words, for every subset A ⊂ [n− 1] the following identity holds:∑

w

qinvw =
∑
w

qimajw (w ∈ Sn, Lignew = A).

Proof. Again consider the bijection w 7→ w3.

We make a further use of the transformations, i, c, r of the dihedral
group. Recall that c is the complement to (n+1) and r the reverse image
that map the permutation w, written as a linear word w = x1 . . . xn, onto

cw := (n+ 1− x1)(n+ 1− x2) . . . (n+ 1− xn);
rw := xn . . . x2x1.

As inv iw = invw and also Rmap iw = Rmalsw, Lmap iw = Rmilw
(easy to verify), it follows from Theorem 11.3 that the chain

w
i7→ w1

Φ7→ w2
i7→ w3

has the properties:

Lignew = Ilignew1 = Ilignew2 = Lignew3;

Lmapw = Rmilw1 = Rmilw2 = Lmapw3;

Rmapw = Rmalsw1 = Rmalsw2 = Rmapw3;

imajw = majw1 = invw2 = invw3.

Hence, for each triple (A,B,C) the bijection w 7→ w3 maps each set
of permutations w such that (Ligne,Lmap,Rmap)w = (A,B,C) onto
itself with the property that imajw = invw3. This proves the following
corollary.
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Corollary 11.8. The two statistics “ inv” and “ imaj” are equally dis-
tributed on each set of permutations having a given ligne of route A, a
given left-to-right maximum place subword C and a given right-to-left
maximum place subword D. In other words, let

S := {w ∈ Sn : Lignew = A, Rmapw = C, Lmapw = D};
then ∑

w∈S
qinvw =

∑
w∈S

qimajw.

There are other consequences we can deduce from Theorem 11.3 by
taking the composition product of Φ with other operations of the dihedral
group. First, we can verify that inv r cw = invw and Ligne r cw =
n− Lignew := {n− i : i ∈ Lignew}, so that

maj r cw =
∑
i

(n− i)χ(xi > xi+1),

a statistic that will be denoted by comajw. Let Lmilw (resp. Lmalsw)
denote the left-to-right minimum (resp. maximum) letter subword of the
permutation w. Again, it is easy to verify that

Lmil r cw = n+ 1− Rmalsw, Lmals r cw = n+ 1− Rmilw.

Consider the sequence:

w
r c7→ w1

Φ7→ w2
r c7→ w3.

Then

Ilignew = n− Ilignew1 = n− Ilignew2 = Ilignew3;

Lmilw = n+ 1− Rmalsw1 = n+ 1− Rmalsw2 = Lmilw3;

Lmalsw = n+ 1− Rmilw1 = n+ 1− Rmilw2 = Lmalsw3;

comajw = majw1 = invw2 = invw3.

This implies the following corollary.

Corollary 11.9. The two statistics “ inv” and “ imaj” are equally dis-
tributed on each set of permutations having a given inverse ligne of
route A, a given left-to-right minimum letter subword C and a given left-
to-right maximum letter subword D. In other words, let

S := {w ∈ Sn : Ilignew = A, Lmilw = C, Lmalsw = D}.
then ∑

w∈S
qinvw =

∑
w∈S

qcomajw;
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that can also be expressed as:∑
w∈S′

qinvw =
∑
w∈S′

qcomajw,

where S′ := {w ∈ Sn : Lignew−1 = A, Lmipw−1 = C, Lmapw−1 = D}.

12. Major Index and Inverse Major Index

For each n ≥ 0 let An(q1, q2) be the generating polynomial for Sn by
the pair (maj, imaj) :

(12.1) An(q1, q2) :=
∑
σ∈Sn

qmajσ
1 qimajσ

2 .

Corollary 11.3 shows that there are five other ways of expressing such a
polynomial. By analogy with the one-basis q-ascending factorials, intro-
duce the following notations:

(u; q1, q2)r,s :=


1, if r or s is zero;∏
0≤i≤r−1

∏
0≤j≤s−1

(1− uqi1q
j
2), if r, s ≥ 1,

(u; q1, q2)∞,∞ := limr,s(u; q1, q2)r,s =
∏
i≥0

∏
j≥0

(1− uqi1q
j
2).(12.2)

The purpose of this section is to prove the following theorem.

Theorem 12.1. The bibasic generating function for the polynomials
An(q1, q2) is given by:

(12.3)
∑
n≥0

An(q1, q2)
un

(q1; q1)n (q2; q2)n
=

1

(u; q1, q2)∞,∞
.

The term “bibasic” refers to the normalization (q1; q1)n (q2; q2)n of the
denominator as a product of two q-ascending factorials. A priori, there was
no evidence that such a normalization was to be introduced. In fact, the
infinite product on the right-hand side preexisted in the literature, ready
to be unearthed for combinatorial purposes. It could also be regarded as
a specialization of the celebrated Cauchy infinite product∏

i≥1,j≥1

1

1− uxiyj
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with the substitutions xi ← qi−11 , yj ← qj−1j , for which several expansions
are known, in particular in terms of Schur functions. That method will be
exploited more in detail in subsequent chapters.

In the proof of Theorem 12.1 the starting point is the infinite product
1/(u; q1, q2)∞,∞ that is first expanded as an infinite series and shown to be
the generating function for pairs of finite sequences, called biwords. This is
the “manipulatorics” part of the proof. The next step, the “combinatorics”
part, consists of mapping each such a biword onto a triple (σ, b′, c′),
where σ is a permutation and where (b′, c′) is another biword that is
precisely counted by the product 1/(q1; q1)n (q2; q2)n. The construction of
that mapping may be regarded as another application of the MacMahon
Verfahren. Accordingly, let us decompose the proof into those two parts.

12.1. The biword expansion. On the right-hand side of (12.3) each
fraction 1/(1− uqi1 q

j
2) expands into a geometric series

∑
aij≥0(uq

i
1 q

j
2)
aij ,

whose first nonconstant term is the monomial uqi1 q
j
2. Hence, the coeffi-

cient of the monomial uαqβ1 q
γ
2 in the expansion of the infinite product

1/(u; q1, q2)∞,∞ is equal to the coefficient of the same monomial in the

finite product
∏

i≤α,j≤β
1/(1 − uqi1 q

j
2). We can then write 1/(u; q1, q2)∞,∞

as the series

(12.4)
∑
A

∏
i,j

(uqi1 q
j
2)
aij =

∑
A

uΣaijq
Σi aij
1 q

Σj aij
2 ,

where A runs over the set of all matrices of the form A = (aij)
(i ≥ 0, j ≥ 0), whose entries aij are integers which are all zero except
finitely many of them. Beside the null matrix we can then express each
such matrix as a bounded matrix having at least one nonzero entry on its
rightmost column and its lowest row.

For example,

A =


0 1 2 3 4

0 0 0 1 0 2
1 1 0 0 3 0
2 0 0 0 0 0
3 0 1 2 0 2


is such a matrix.

Now with each matrix A we associate a two-row matrix or biword

b =

(
b
c

)
=

(
b1 . . . bn
c1 . . . cn

)
, with integral entries such that

(12.5)
∑
i,j

aij = n,
∑
i,j

i aij = b1 + · · ·+ bn,
∑
i,j

j aij = c1 + · · ·+ cn;

(12.6) (b1, c1) ≤ (b2, c2) ≤ · · · ≤ (bn, cn)
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with respect to the lexicographic order. We then say that the biword b is
nondecreasing.

The sum in (12.4) is then replaced by:

(12.7)
1

(u; q1, q2)∞,∞
=

∑
n≥0

un
∑
b

qtot b1 qtot c2 ,

where b runs over all nondecreasing biwords (whose biletters are pairs
of nonnegative integers) of length n. To fulfill the relations (12.5) start
with matrix A, read its rows from left to right and top to bottom and, for

each positive entry aij write down aij biletters

(
i
j

)
one after another. The

number of biletters written in this way is then equal to
∑
i,j aij . Moreover,

on the top (resp. bottom) row of b each number i (resp. j) is repeated aij
times. Consequently, the last two conditions of (12.5) hold.

Finally, as the biletters

(
bi
ci

)
were written starting with the first row

from left to right, then the second row, . . . those biletters are in increasing
lexicographic order when the biword b is read from left to right, so that
the relations (12.6) hold. Conversely, when starting with a nondecreasing
biword, we can reconstruct the matrix A in a unique manner.

For example, to the matrix A above there corresponds the nondecreas-
ing biword

b =

(
b
c

)
=

(
0 0 0 1 1 1 1 3 3 3 3 3
2 4 4 0 3 3 3 1 2 2 4 4

)
,

a biword of length n = 12 and such that tot b = 19, tot c = 32.

12.2. Another application of the MacMahon Verfahren. For conve-
nience define the Comajor Index of a permutation σ ∈ Sn by

(12.8) comajσ :=
∑

1≤i≤n−1

(n− i)χ
(
σ(i) > σ(i+ 1)

)
.

We now construct a bijection b 7→ (σ, b′, c′) that maps each nondecreasing

biword b =

(
b
c

)
of length n onto a triple (σ, b′, c′), where σ ∈ Sn and

b′, c′ ∈ NDS(n), that is, σ is a permutation of order n and b′, c′ are both
nondecreasing words of length n whose letters are nonnegative integers.
Moreover, the bijection has the properties:

(12.9) tot b = comajσ + tot b′, tot c = comajσ−1 + tot c′.
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To do so start with a nondecreasing biword b =

(
b
c

)
. Since the biletters(

bi
ci

)
are written in nondecreasing order with respect to the lexicographic

order, the following property holds:

(12.10) ci > ci+1 ⇒ bi < bi+1.

For each i = 1, 2, . . . , n let

(12.11) σ(i) = |{j : 1 ≤ j ≤ n, cj < ci}|+ |{j : 1 ≤ j ≤ i, cj = ci}|.

In other words, σ(i) is equal to the number of letters in c which are less
than ci, plus the number of letters equal to ci, but lie to the left of ci,
with ci included. This defines a permutation σ of order n.

By construction ci > ci+1 if and only if σ(i) > σ(i+ 1). For 1 ≤ i ≤ n
let yi be the number of integers j such that 1 ≤ j ≤ i − 1 and σ(j) >
σ(j + 1), which is also the number of integers j such that 1 ≤ j ≤ i − 1
and cj > cj+1. The word y = y1 . . . yn is nondecreasing. Moreover,

(12.12) comajσ = tot y = y1 + · · ·+ yn

and (12.10) implies

(12.13) yi < yi+1 ⇔ σ(i) > σ(i+ 1)⇔ ci > ci+1 ⇒ bi < bi+1.

As y1 = 0, the relations (12.13) imply that

(12.14) yi ≤ bi (1 ≤ i ≤ n).
We then define a nondecreasing word b′ = b′1 . . . b

′
n by

(12.15) b′i := bi − yi (1 ≤ i ≤ n).

Finally, because of (12.12) the first of the relations (12.9) holds.

Again use the previous example. Under the nondecreasing word

(
b

c

)
we have written the values of σ, of y and of b′ = b− y.

b =
c =
σ =
y =
b′ =

0 0 0 1 1 1 1 3 3 3 3 3
2 4 4 0 3 3 3 1 2 2 4 4
3 9 10 1 6 7 8 2 4 5 11 12
0 0 0 1 1 1 1 2 2 2 2 2
0 0 0 0 0 0 0 1 1 1 1 1

We can also start with the biword

(
c

b

)
(and not b =

(
b

c

)
) and rear-

range its biletters

(
ci
bi

)
in increasing order. We obtain a biword b̃ whose

top row is the nondecreasing rearrangement of the word c.

With the running example we get:

b̃ =

(
0 1 2 2 2 3 3 3 4 4 4 4
1 3 0 3 3 1 1 1 0 0 3 3

)
.
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Let us go back to the general case. By definition of σ given in (12.11),

there are exactly σ(i) biletters

(
bj
cj

)
such that 1 ≤ j ≤ n and cj < ci

or such that 1 ≤ j ≤ i and cj = ci. As in the biword b̃ we have sorted

the biletter

(
cj
bj

)
in increasing order, the biletter

(
ci
bi

)
will be found in

b̃ in the σ(i)-th position. Hence b̃ =

(
cσ−1(1) . . . cσ−1(n)

bσ−1(1) . . . bσ−1(n)

)
. Let τ be the

permutation defined as in (12.11) when the counting is applied to the

nondecreasing biword b̃, i.e.,

τ(i) = |{j : 1 ≤ j ≤ n, bσ−1(j) < bσ−1(i)}|
+ |{j : 1 ≤ j ≤ i, bσ−1(j) = bσ−1(i)}|.

We also have:

τσ(i) = |{j : 1 ≤ j ≤ n, bj < bi}|+ |{j : 1 ≤ j ≤ σ(i), bσ−1(j) = bi}|.

But by definition of σ, if bk = bl, we have σ(k) < σ(l)⇔ k < l. Therefore,
if bσ−1(j) = bi, we have j < σ(i) ⇔ σ−1(j) < i. Since b is nondecreasing,
we obtain:

τσ(i) = |{j : 1 ≤ j ≤ n, bj < bi}|+ |{j : 1 ≤ σ−1(j) ≤ i, bσ−1(j) = bi}|
= |{j : 1 ≤ j ≤ i, bj < bi}|+ |{j : 1 ≤ j ≤ i, bj = bi}|
= i.

Therefore, τ = σ−1.
Under the same procedure, to the nondecreasing biword b̃ there corre-

sponds a pair (τ, c′), in a one-to-one manner, where τ = σ−1 and where c′

is a nondecreasing word. Moreover, the second relation of (12.9) holds.

Keeping the same example we determine σ−1, y and c′, where this time
the word y serves to calculate comaj σ−1:

c̃ =
b̃ =

σ−1 =
y =
c′ =

0 1 2 2 2 3 3 3 4 4 4 4
1 3 0 3 3 1 1 1 0 0 3 3
4 8 1 9 10 5 6 7 2 3 11 12
0 0 1 1 1 2 2 2 3 3 3 3
0 0 1 1 1 1 1 1 1 1 1 1

Now by using the bijection b 7→ (σ, b′, c′) just obtained we can derive:∑
n≥0

un
∑
b

qtot b1 qtot c2 =
∑
n≥0

un
∑
σ∈Sn

b′,c′∈NDS(n)

qcomajσ+tot b′

1 qcomajσ−1+tot c′

2 ;

and then by (6.1):
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n≥0

un
∑
b

qtot b1 qtot c2 =
∑
n≥0

un
1

(q1; q1)n (q2; q2)n

∑
σ∈Sn

qcomajσ
1 qcomajσ−1

2 .

There remains to show that the polynomial An(q1, q2), defined in (12.1),

is also equal to
∑

σ∈Sn

qcomajσ
1 qcomajσ−1

2 . This can be proved by means of

the bijection rc that maps the permutation σ onto the permutation rcσ
defined by

rcσ(i) := n+ 1− σ(n+ 1− i) (1 ≤ i ≤ n).

It is easily seen that
comaj rcσ = majσ.

This completes the proof of Theorem 12.1.

13. A four-variable distribution

In section 7 we have introduced the Euler-Mahonian polynomial
Am(t, q) as a t-extension of the polynomial Am(q) by noticing that the
combinatorial correspondence used in the calculation of the generating
function for the Am(q)’s had a further property. We will do the same for
the bijection constructed in the previous section and derive what could be
called a t1, t2-extension of formula (12.3).

Consider the inverse bijection (σ, b′, c′) 7→ b described in 12.2. The
nondecreasing word y defined just before (12.12), such that tot y =
comajσ, has the further property

(13.1) yn = desσ.

Now consider the finite product

1

(u; q1, q2)r+1,s+1
=

∏
0≤i≤r

∏
0≤j≤s

1

1− uqi1q
j
2

.

It can be expanded into the series∑
A

∏
i,j

(uqi1 q
j
2)
aij =

∑
A

uΣaijq
Σi aij
1 q

Σj aij
2 ,

but this time the matrices A are (r+1)×(s+1)-matrices. The nondecreas-

ing biword b =

(
b
c

)
=

(
b1 . . . bn
c1 . . . cn

)
that corresponds to such a matrix

has the further property:

max bi = bn ≤ r and max ci ≤ s.
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Properties (12.15) and (13.1) imply: b′n = bn − yn ≤ r − desσ, with an
analogous property for the c′i’s, that is c

′
n ≤ s− desσ−1.

Start with a quintuple (σ, r′, s′, b′, c′), where

(13.2) σ ∈ Sn, r′, s′ ≥ 0, b′ ∈ NDS(n, r′), c′ ∈ NDS(n, s′).

Under the inverse bijection (σ, b′, c′) 7→ b the quintuple is mapped onto a

triple (r, s,b) such that r = r′ + desσ, s = s′ + desσ−1, b =

(
b
c

)
with

b ∈ NDS(n, r) and c̃ (the nondecreasing rearrangement of c) in NDS(n, s).
We can then write∑
r,s≥0

tr1 t
s
2

(u; q1, q2)r+1,s+1
=

∑
r,s≥0

tr1 t
s
2

∑
n≥0

un
∑

b∈NDS(n,r),
c∈NDS(n,s)

qtot b1 qtot c2

=
∑
r,s≥0

∑
n≥0

un
∑

(σ,r′,s′,b′,c′)

tr
′+desσ

1 ts
′+desσ−1

2 qcomajσ+tot b′

1 qcomajσ−1+tot c′

2 ,

where the relations (13.2) hold and also r = r′ + desσ, s = s′ + desσ−1.
Let

(13.3) An(t1, t2, q1, q2) :=
∑
σ∈Sn

tdesσ1 tdesσ
−1

2 qcomajσ
1 qcomajσ−1

2 .

It follows that∑
r,s≥0

tr1 t
s
2

(u; q1, q2)r+1,s+1
=

∑
n≥0

unAn(t1, t2, q1, q2)
∑
r′≥0

b′∈NDS(n,r′)

tr
′

1 q
tot b′

1

∑
s′≥0

c′∈NDS(n,s′)

ts
′

2 q
tot c′

2

=
∑
n≥0

unAn(t1, t2, q1, q2)
1

(t1; q1)n+1 (t2; q2)n+1
,(13.4)

by (3.9) and (4.5).
Formula (13.4) provides an expression for the generating function for

the polynomials An(t1, t2, q1, q2). Observe the nature of the denominators.
They are products of a q1-ascending factorial by q2-ascending factorial.
There remains to verify that

(13.5) An(t1, t2, q1, q2) =
∑
σ∈Sn

tdesσ1 tidesσ2 qmajσ
1 qimajσ

2 ,

where, by analogy with “imaj”, the symbol “ides” means

(13.6) idesσ := desσ−1.
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Again this is proved by means of the bijection rc that maps each permu-
tation σ onto the permutation rcσ defined by

rcσ(i) := n+ 1− σ(n+ 1− i) (1 ≤ i ≤ n).

Clearly, we have

comaj rcσ = majσ, des rcσ = desσ.

We have then proved the following result.

Theorem 13.1. The bibasic generating function for the polynomials
An(t1, t2, q1, q2), as defined in (13.5), is given by

(13.7)
∑
n≥0

An(t1, t2, q1, q2)
un

(t1; q1)n+1 (t2; q2)n+1

=
∑
r,s≥0

tr1 t
s
2

(u; q1, q2)r+1,s+1
.

Specializations. The right-hand side of (13.7) is symmetric in the
pairs (t1, q1), (t2, q2), so that the polynomial An(t1, q1, t2, q2) is also
symmetric in (t1, q1), (t2, q2). This can also be seen by using the bijection
σ 7→ σ−1 of Sn on itself. In particular, both specializations An(t, 1, q, 1)
and An(1, t, 1, q) are equal. Moreover,

(13.8) An(t, 1, q, 1) = An(1, t, 1, q) =
majA(t, q),

where majA(t, q) is the q-maj-Eulerian polynomial defined in section 10.
On the other hand, it follows from Corollary 11.4 that

(13.9) tAn(t, 1, 1, q) = tAn(1, t, 1, q) =
invA(t, q),

where invA(t, q) is the q-inv-Eulerian polynomial, also defined in section 10.
Tables of the polynomials An(t1, q1, t2, q2) for n = 3, 4, 5 are shown in

Fig. 13.1. Keeping in mind (13.8), the following notations have been used:
majA(t, q) =

∑
k An,k(q) and An,k := An,k(1) (the Eulerian coefficient).

Notice the numerous symmetries within the tables.
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ides → 0 1 2 n = 3
imaj → 0 1 2 3 A3,k(q) A3,k

des maj
↓ ↓
0 0 1 1 1
1 1 1 1 2

2 1 1 2 4
2 3 1 1 1

ides → 0 1 2 3 n = 4
imaj → 0 1 2 3 3 4 5 6 A4,k(q) A4,k

des maj
↓ ↓
0 0 1 1 1

1 1 1 1 3
1 2 1 2 1 1 5 11

3 1 1 1 3
3 1 1 1 3

2 4 1 1 2 1 5 11
5 1 1 1 3

3 6 1 1 1

ides → 0 1 2 3 4 n = 5
imaj → 0 1 2 3 4 3 4 5 6 7 6 7 8 9 10 A5,k(q) A5,k

des maj
↓ ↓
0 0 1 1 1
1 1 1 1 1 1 4 26

2 1 2 2 1 1 1 1 9
3 1 2 2 1 1 1 1 9
4 1 1 1 1 4

2 3 1 1 2 1 1 6 66
4 1 1 1 3 4 3 1 1 1 16
5 1 1 2 4 6 4 2 1 1 22
6 1 1 1 3 4 3 1 1 1 16
7 1 1 2 1 1 6

3 6 1 1 1 1 4 26
7 1 1 1 1 2 2 1 9
8 1 1 1 1 2 2 1 9
9 1 1 1 1 4

4 10 1 1 1

Fig. 13.1

14. Symmetric Functions

The Cauchy identity for Schur functions will be an essential tool for
deriving several combinatorial formulas for symmetric group statistics. It
matters to have a brief account for the algebra of symmetric function
and a complete description of the combinatorial properties of the Schur
functions. This is the content of the next three sections.
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14.1. Partitions of integers. Those structures remain the privileged
objects in the theory of symmetric functions. As already discussed in
section 4, by partition of an integer n ≥ 1 it is meant a nondecreasing
sequence λ = (λ1, λ2, . . . ) of nonnegative integers, where finitely many of
them are nonzero. The nonzero elements of λ are the parts of the partition.
The number of parts is denoted by l(λ) and the weight, denoted by |λ|, of
the partition λ is defined by

|λ| = λ1 + λ2 + · · ·

When |λ| = n, we say that λ is a partition of the integer n. The symbol
Pn will designate the set of partitions of n.

Themultiplicative notation of the partition λ is reads as λ = 1m12m2 . . .,
where for each i = 1, 2, . . . the exponent mi is equal to the number of parts
of λ equal to i. The integer mi = mi(λ) is called the multiplicity of i in λ.

For example, λ = (5, 4, 4, 2, 1, 1) is a partition of n = 17, whose
multiplicative notation reads 1221304251.

The shape of a partition λ = (λ1, λ2, . . . , λr) (λr ≥ 1) is the set of all the
|λ| points (1, 1), (1, 2), . . . , (1, λ1), (2, 1), (2, 2), . . . , (2, λ2), . . . , (r, 1),
(r, 2), . . . , (r, λr) located in the north-eastern quadrant N2 of Z2. Each
shape if also represented by a set of squared boxes left justified, where
every point of the previous sequence is the center of a box. For example,
the partition λ = (5, 4, 4, 2, 1, 1) is represented by the shape drawn in
Fig. 14.1

Fig. 14.1

This geometric representation is also called Ferrers diagram and de-
noted by the same symbol λ.

The conjugate partition of λ = (λ1, λ2, . . . , λr) is the partition
λ′ = 1λ1−λ22λ2−λ3 . . . (written in multiciplicative notation) or λ′ =
(λ′1, λ

′
2, . . . , λ

′
λ1
), where λ′i := |{j : λj ≥ i}| (i = 1, . . . , λ1). In particular,

λ′1 = l(λ). The Ferrers diagram of λ′ is obtained by taking the symmetry
of the Ferrers diagram of λ with respect of the line y = x of the plane.
With the previous example we have λ′ = 112032415061 = (6, 4, 3, 3, 1).

73



D. FOATA AND G.-N. HAN

14.2. The algebra of symmetric functions. Let Z[x1, . . . , xn] be the
ring of polynomials in n variables with integral coefficients. A polynomial
in that ring is said to be symmetric, if it is invariant by permutation
of its variables. Let Λn be the subring of Z[x1, . . . , xn] of all symmetric
polynomials. For every k ≥ 0 let Λkn be the set of all homogeneous
symmetric polynomials of degree k, the zero polynomial included. Then,

Λn =
⊕
k≥0

Λkn.

For each α = (α1, . . . , αn) ∈ Nn let xα be the monomial xα := xα1
1 . . . xαn

n

and for each partition λ of length l(λ) ≤ n let mλ(x1, . . . , xn) :=
∑
xα

denote the sum of all (distinct) monomials xα, where α is a permutation
of λ = (λ1, . . . , λn). The polynomial mλ is called monomial symmetric
polynomial. We also use the notation

∑
xλ1
1 xλ2

2 . . . in place of mλ.
For example, with n = 4 variables,

m(1) =
∑
x1 = x1 + x2 + x3 + x4;

m(1,1) =
∑
x1x2 = x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4;

m(2,1) =
∑
x21x2 = x21x2 + x21x3 + x21x4 + x22x1 + x22x3 + x22x4 + x23x1 +

x23x2 + x23x4 + x24x1 + x24x2 + x24x3.

The monomial symmetric polynomials mλ(x1, . . . , xn) form a Z-basis
for Λn, when λ is restricted to the set of all partitions of length l(λ) ≤ n.
On the other hand, the polynomials mλ(x1, . . . , xn) (l(λ) ≤ n; |λ| = k)
form a Z-basis for Λkn. When n ≥ k, that is to say, when the number of
variables is large, the set of all the polynomials mλ such that |λ| = k form
a Z-basis for Λkn. Hence, dimΛkn = p(k), the number of partitions of k.

In the theory of symmetric functions we assume that the number of
variables is finite, but large; some authors prefer to deal with infinitely
many of them, but the statements of certain properties are less intuitive.
To make the notion of largeness more precise, we deal, not with polyno-
mials, but with sequences of polynomials f = (fn) (n ≥ 0), where each
term fn belongs to Λkn and where for each pair m ≥ n the polynomials fm
and fn satisfy the compatibility property:

fm(x1, . . . , xn, 0, . . . , 0) = fn(x1, . . . , xn).

Let Λk be the set of the sequences f = (fn), where each term fn is
a symmetric polynomial of degree k. We can show that for n ≥ k the
mapping ρkn of Λk into Λkn that sends f = (fn) onto fn is an isomorphism.
Consequently, Λk is of dimension p(k). The set of the sequences mλ =
(mλ(x1, . . . , xn)) (n ≥ 0) such that |λ| = k is a Z-basis for Λk. We then
let

Λ =
⊕
λ≥0

Λk.
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The elements of Λ are formal series with integral coefficients in the
functions mλ. The ring Λ is called the ring of the symmetric functions.
For every n ≥ 0 the mapping of Λ into Λn that sends the formal
series

∑
λ aλmλ onto the symmetric function

∑
λ aλmλ(x1, . . . , xn) is a

surjective homomorphism for n ≥ 0 and maps the formal series
∑
λ aλmλ

such that |λ| ≤ n onto the corresponding series, in an injective manner.

14.3. The classical bases. For each r ≥ 1 the polynomial

er = m1r =
∑

x1x2 . . . xr =
∑

1≤i1<i2<···<ir

xi1xi2 . . . xir

is called the r-th elementary symmetric function. By convention, e0 = 1.
The generating function for the er’s is obviously:

(14.1) E(u) =
∑
r≥0

eru
r =

∏
i≥1

(1 + xiu).

For each partition λ = (λ1, λ2, . . . ) we define:

eλ = eλ1
eλ2

. . .

Notice that if λ is written λ = 1m12m2 . . . (multiplicative notation), then
eλ = em1

1 em2
2 . . .

For each r ≥ 0 define the homogeneous symmetric function of de-
gree r by

hr :=
∑
λ

mλ (|λ| = r).

In particular, h0 = 1, h1 = e1 , h2 = m(2) +m(1,1), h3 = m(3) +m(2,1) +
m(1,1,1). Now∏

i≥1

(1− xiu)−1 =
∏
i≥1

∑
ki≥0

(xiu)
ki

=
∑
r≥0

ur
∑

1≤i1<···<im

∑
(k1,...,km)
Σ ki=r

xk1i1 . . . x
km
im

=
∑
r≥0

ur
∑
|λ|=r

∑
(k1,...,km)

∑
1≤i1<···<im

xk1i1 . . . x
km
im

[where (k1, . . . , km) is a rearrangement of (λ1, . . . , λm)]

=
∑
r≥0

ur
∑
|λ|=r

mλ =
∑
r≥0

urhr.
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Thus, the generating function for the hr’s is

(14.2) H(u) =
∑
r≥0

hru
r =

∏
i≥1

(1− xiu)−1.

For every partition λ = (λ1, λ2, . . . ) define

hλ := hλ1
hλ2

. . .

The power sums pr are defined by

pr := m(r) =
∑
i

xri ;

furthermore, let
pλ := pλ1

pλ2
. . .

The generating function for the pr’s, defined by P (u) :=
∑
r≥1 pru

r−1,
can also be expressed as

P (u) =
∑
i≥1

∑
r≥1

xriu
r−1 =

∑
i≥1

xi
1− xiu

=
∑
i≥1

d

du
log

1

1− xiu

=
d

du
log

∏
i

1

1− xiu
=

d

du
logH(u) =

H ′(u)

H(u)
.

The proof of the following theorem can be found in Macdonald [Ma95].

Theorem 14.1. The functions eλ (resp. hλ) form a Z-basis for Λ. The
functions pλ form a Q-basis for Λ.

Theorem 14.2. We have the relations:

(i)
∏
i≥1

(1 + xiu) =
∑
r≥0

eru
r = E(u) ;

(ii)
∏
i≥1

(1− xiu)−1 =
∑
r≥0

hru
r = H(u) ;

(iii) H(u)E(−u) = 1 ;

(iv)
∑

0≤r≤n

(−1)rerhn−r = 0 (n ≥ 1)

(v)
H ′(u)

H(u)
=

∑
r≥1

pru
r−1 = P (u) ;
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(vi)
E′(u)

E(u)
= P (−u) ;

(vii) nhn =
∑

1≤r≤n

prhn−r ;

(viii)
∏
i,j

1

1− xiyj
=

∑
n≥0

∑
|λ|=n

mλ(x)hλ(y) ;

(ix)
∏
i

1

1− xiu
= exp

∑
n≥1

pn(x)
un

n
;

(x)
∏
i,j

1

1− xiyj
= exp

∑
n≥1

pn(x)pn(y)

n
;

Proof. Relations (i), (ii) have already been proved; (iii) is a straight-
forward consequence of (i) and (ii). Identity (iv) is derived by consider-
ing the coefficient of tr on the two sides of (iii). Identity (v) has been
proved and (vi) follows from (iii) and (v). When (v) is written in the form
H ′(u) = H(u)P (u), we obtain (vii).

For the proof of (viii) write

∏
i

∏
j

1

1− xiyj
=

∏
i

∑
r≥0

xrihr(y) [by (ii)]

=
∑
n≥0

∑
(r1,...,rn)

hr1(y) . . . hrn(y)
∑

1≤i1<···<in

xr1i1 . . . x
rn
in

=
∑
n≥0

∑
|y|=n

hλ(y)mλ(x) =
∑
n≥0

∑
|λ|=n

hλ(x)mλ(y).

For (ix) write:

log
∏
i

1

1− xiu
=

∑
i

log
1

1− xiu
=

∑
i

∑
n≥1

xni
n
un

=
∑
n≥1

un

n

∑
i

xni =
∑
n≥1

un

n
pn(x).

Finally,

log
∏
i

∏
j

1

1− xiyj
=

∑
i

∑
n≥1

xni
n
pn(y) =

∑
n

pn(x)pn(y)
1

n
.

Let us give further relations between hn, en and pλ. If λ = 1m12m2 . . .
is a partition, define

zλ := 1m1m1! 2
m2m2! . . .
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Notice that if Cλ designates the set of the permutations of order n whose
cycle structure is given by 1m12m2 . . . nmn , in other words, if Cλ is the set
of all the permutations having m1 cycles of length 1, m2 cycles of length 2,
. . . , then zλ = n!/ |Cλ|.

Theorem 14.3. We have:

H(u) =
∑
λ

1

zλ
pλu

|λ| ; E(u) =
∑
λ

(−1)|λ|−l(λ) 1

zλ
pλu

|λ|;

hn =
∑
|λ|=n

1

zλ
pλ ; en =

∑
|λ|=n

(−1)|λ|−l(λ) 1

zλ
pλ.

Proof. It suffices to prove the first identity. But P (u)=(d/du) logH(u)
implies

H(u) = exp
∑
r≥1

pr
ur

r
=

∏
r≥1

exp
(
pr
ur

r

)
=

∏
r≥1

∑
mr≥0

(pru
r)mr

rmr

1

mr!

=
∑
λ

uΣrmr

∏
pmr
r∏

rmrmr!
=

∑
λ

u|λ|pλ
1

zλ
.

15. Schur Functions

Let ε(σ) designate the signature of the permutation σ. A polynomial
P (x) = P (x1, . . . , xn) in n variables is said to be alternant or antisym-
metric, if for every permutation σ of (1, 2, . . . , n) the following relation
holds:

P (xσ1, xσ2, . . . , xσn) = ε(σ)P (x1, x2, . . . , xn).

Let An (resp. Akn) be the space of all the alternants in n variables (resp. in
n variables and homogeneous of degree k, the zero polynomial included).
Then every alternant P (x) that belongs to Akn can be written

P (x) =
∑

α1>α2>···>αn

|α|=α1+···+αn=k

c(α) det
(
x
αj

i

)
(1≤i,j≤n),

since, if P (x) contains the term xα1
1 . . . xαn

n with coefficient c(α), it also
contains the term xα1

σ1 . . . x
αn
σn with the coefficient ε(α)c(α). On the other

hand, the αi’s are all distinct, for if it were not the case, every determinant
det

(
x
αj

i

)
would be zero. Also notice that c(α) is the coefficient of xα in

P (x).
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As α1 > α2 > · · · > αn, we can write αi = λi + n− i (i = 1, 2, . . . ), so
that λ1 ≥ λ2 ≥ · · · > λn and k = |α| = λ1 + λ2 + · · ·+ n(n− 1)/2. Thus,

P (x) =
∑

|x|=k=n(n−1)/2

c(λ) det
(
x
λj+n−j
i

)
(1≤i,j≤n).

Consequently, there exists no alternant in n variables of degree (strictly)
less than n(n− 1)/2.

The determinant aδ = det
(
xn−ji

)
(1 ≤ i, j ≤ n), where δ = (n− 1, n−

2, . . . , 1, 0) is the Vandermonde determinant, equal to
∏
i<j(xi − xj). The

determinant aα = det
(
x
αj

i

)
can be written aα = aλ+δ = det

(
x
λj+n−j
i

)
.

But if two αi are equal, the determinant is zero. Therefore, it is divisible
by (xi − xj) (i 6= j) and then by the product aδ =

∏
i<j(xi − xj), that is,

by aδ.

Definition. The quotient sλ(x1, . . . , xn) := aλ+δ/aδ is called the Schur
function in the variables x1, . . . , xn associated with the partition λ.

The Schur function aλ+δ is symmetric and homogeneous of degree k.
This follows from the fact that it is the ratio of two alternants. On the other
hand, the alternants aλ+δ (|λ| = k, l(λ) ≤ n) form a basis for A

k+n(n−1)/2
n .

The mapping A 7→ aδQ is an isomorphism of Λkn onto A
k+n(n−1)/2
n , the

kernel being zero, since aδQ = 0 ⇒ Q = 0. The following theorem has
then be proved.

Theorem 15.1. The Schur functions sλ(x1, . . . , xn) (|λ| = k, l(λ) ≤ n)
form a Z-basis for Λkn and the Schur functions sλ(x1, . . . , xn) (l(λ) ≤ n)
form a Z-basis for Λn.

There is a compatibility relation that holds for the Schur functions, as
shown in the next proposition.

Proposition 15.2. Let l(λ) = l and p, q be two integers such that
l ≤ p < q. Then,

sλ(x1, . . . , xp) = sλ(x1, . . . , xp, xp+1, . . . , xq)
∣∣∣
xp+1 = · · · = xq = 0

.

Proof. It suffices to verify the proposition for q = p + 1. First,
aλ+δ(x1, . . . , xp+1) is equal to∣∣∣∣∣∣∣∣

xλ1+p
1 . . . x

λp+1
1 x

λp+1

1

. . . . . . . . . . . . . . . . . . . . . . . . . .
xλ1+p
p . . . x

λp+1
p x

λp+1
p

xλ1+p
p+1 . . . x

λp+1
p+1 x

λp+1

p+1

∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
xλ1+p
1 . . . x

λp+1
1 1

. . . . . . . . . . . . . . . . . . . . .
xλ1+p
p . . . x

λp+1
p 1

xλ1+p
p+1 . . . x

λp+1
p+1 1

∣∣∣∣∣∣∣∣ ,
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since λp+1 = 0. Hence, aλ+δ(x1, . . . , xp, 0) is equal to∣∣∣∣∣∣∣∣
xλ1+p
1 . . . x

λp+1
1 1

. . . . . . . . . . . . . . . . . . . . .
xλ1+p
p . . . x

λp+1
p 1

0 . . . 0 1

∣∣∣∣∣∣∣∣ = x1 . . . xp

∣∣∣∣∣∣
xλ1+p−1
1 . . . x

λp

1

. . . . . . . . . . . . . . . . . .
xλ1+p−1
p . . . x

λp
p

∣∣∣∣∣∣
= x1 . . . xp aλ+δ(x1, . . . , xp).

Thus,

sλ(x1, . . . , xp, 0) =
x1 . . . xp aλ+δ(x1, . . . , xp)

x1 . . . xp aδ(x1, . . . , xp)
= sλ(x1, . . . , xp).

We can then define the Schur functions as infinite sequences sλ =(
sλ(x1, . . . , xn)

)
(n ≥ 0). Thus the sλ’s form a Z-basis for Λ and the

sλ’s (|λ| = k) for a Z-basis for Λk.

The Schur functions can also be expressed as plain determinants in the
hk’s and also the ek’s, as shown in the next proposition. Remember that
λ′ designates the conjugate of the partition λ.

Proposition 15.3. We have

sλ = det
(
hλi−i+j

)
(1≤i,j≤n) (n ≥ l(λ)) ;

sλ = det
(
eλ′

i
−i+j

)
(1≤i,j≤m)

(m ≥ l(λ′)) ;

where, by convention, the coefficients are zero when the subscripts of the
hk’s or the ek’s are strictly negative.

Proof. We only give the proof of the first identity. Start with the

formula (iii) of Theorem 14.2, that is, H(u)E(−u) = 1 and let e
(k)
i be

the elementary symmetric function of x1, . . . , xk−1, xk+1, . . . , xn, with

E(k)(u) being the generating function
∑n−1
r=0 e

(k)
r ur. Obviously,

∑
p≥0

hpu
p
n−1∑
r=0

e(k)r (−u)r = (1− xku)−1.

Now consider a sequence (b1, . . . , bn) of nonnegative integers and deter-
mine the coefficient of ubm on the two sides of the previous equation. We
get

n−1∑
r=0

hbm−r(−1)re(k)r = xbmk ,

where with r + j = n
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(15.1)

n∑
r=1

hbm−n+j(−1)n−je
(k)
n−j = xbmk .

Let E be the n× n-matrix whose k-th row is given by

(15.2)
(
(−1)n−1e(k)n−1, . . . , (−1)e

(k)
1 , e

(k)
0

)
and let H be the matrix whose m-th column H·,m reads

(15.3) Ht·,m =
(
hbm−n+1, hbm−n+2, . . . , hbm

)
.

The left-hand side of identity (15.1) can be rewritten as a matrix product,
so that

HE =
(
xbmk

)
.

Now take the determinant of each side: detH. det E = det
(
xbmk

)
. When

b = δ, we get 1 × det E = det
(
xn−jk

)
= aδ, so that det

(
hbj−n+i

)
aδ =

det
(
x
bj
i

)
. With bi := λi + n− i, this can be rewritten as

det
(
hλj+n−j−n+i

)
aδ = det

(
x
λj+n−j
i

)
,

i.e.,

det
(
hλj−j+i

)
= det

(
hλi−i+j

)
= det

(
x
λj+n−j
i

)
/ det

(
xn−ji

)
= sλ.

Let ν, θ be two Ferrers diagrams such that ν ⊃ θ. The set difference
ν \ θ, usually denoted by ν/θ, is called a skew diagram. When n ≥ l(ν),
we can define the skew Schur function sν/θ(x) = sν/θ(x1, . . . , xn) by the
determinantal expression

sν/θ(x) = det(hνi−θj−i+j) (1 ≤ i, j,≤ n).(15.4)

As above, it can be shown that also

sν/θ(x) = det(eν′
i
−θ′

j
−i+j) (1 ≤ i, j,≤ n).(15.5)

when n ≥ l(ν′). The skew Schur Function sν/θ(x) is a symmetric function
that reduces to sν(x) when θ is the zero partition.

16. The Cauchy identity

We have already found an expression for the expansion of the product∏
(1− xiyj)−1, namely∏

i,j

(1− xiyj)−1 =
∑
λ

mλ(x)hλ(y).(16.1)

Two other expressions can be obtained:
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i,j

(1− xiyj)−1 =
∑
λ

z−1λ pλ(x)pλ(y) ;(16.2)

∏
i,j

(1− xiyj)−1 =
∑
λ

sλ(x)sλ(y).(16.3)

In those expansions λ runs over all partitions of integers. First, (16.2)
follows from ∏

i,j

(1− xiyj)−1 = exp
∑
n≥1

pn(x)pn(y)
1

n
,

since the right-hand side can be written∏
n≥1

∑
kn≥0

pn(x)
knpn(y)

kn
1

nknkn!
=

∑
(ni)

∑
(kni

)

∏
i

pni(x)
kni pni(y)

kni

n
kni
i kni

!

=
∑
λ

1

zλ
pλ(x)pλ(y).

This proves (16.2). The third identity follows from the Binet-Cauchy
identity that reads:

det
(
(1− xiyj)−1

)
(1≤i,j≤n) = aδ(x)aδ(y)

n∏
i,j=1

(1− xiyj)−1.

The proof of the Binet-Cauchy identity can be made as follows. Multiply
the i-th row of the determinant det

(
(1−xiyj)−1

)
by the product

∏n
k=1(1−

xiyk) and do it for each i = 1, . . . , n. The entry in (i, j) becomes

∏
k ̸=j

(1− xiyk) =
n−1∑
r=0

xri (−1)re(j)r (y) [e
(j)
r (y) = er(y1, . . . , y̌j , . . . , yn)]

=

n∑
r=1

xn−ri (−1)n−re(j)n−r(y).

As product of matrices this can be read as(∏
k ̸=j

(1− xiyk)
)
(i,j)

=
(
xn−ji

)
(i,j)

(
(−1)n−ie(j)n−i(y)

)
(i,j)

;

and as product of determinants as

det
(∏
k ̸=j

(1− xiyk)
)(

=
∏
i,j

(1− xiyj) det
(
(1− xiyj)−1

))
= det

(
xn−ji

)
det

(
(−1)n−ie(j)n−i(y)

)
= aδ(x)aδ(y),
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remembering that aδ(x) = det
(
xn−ji

)
and det

(
(−1)n−ie(j)n−i(y)

)
= det E =

aδ(y), using the notations of the previous section.
Now to derive (16.3) we expand each term (1−xiyj)−1 in the determi-

nant:

det
(
(1− xiyj)−1

)
= det

((∑
m≥0

xmi y
m
j

))

= det
(∑
α1

xα1
1 yα1

1
...

xα1
n yα1

1

 , . . . ,
∑
αn

xαn
1 yαn

n
...

xαn
n yαn

n

)
=

∑
α

det
(
x
αj

i y
αj

j

)
[α = (α1, . . . , αn) ∈ Nn]

=
∑
α

det
(
yα1
1

xα1
1
...
xα1
n

 , . . . , yαn
n

xαn
1
...

xαn
n

)
=

∑
α

yα det
(
x
αj

i

)
=

∑
α

yαaα(x).

As aα(x) = 0 if the αi’s are not all distinct, this yields:

det
(
(1− xiyj)−1

)
=

∑
β1>···>βn≥0

∑
σ∈Sn

yσβaσβ(x)

=
∑
β

∑
σ∈Sn

yσβε(σ)aβ(x)

=
∑
β

aβ(x)aβ(y) =
∑
λ

aλ+δ(x)aλ+δ(y),

where l(λ) ≤ n. Hence,

n∏
i,j=1

(1− xiyj)−1 =
∑
λ

sλ(x1, . . . , xn)sλ(y1, . . . , yn).

The identity also holds for infinitely many variables (xi, yj), for the
coefficient of xr1i1 . . . x

rn
in
yr1j1 . . . y

rn
jn

(i1 < · · · < in ; j1 < · · · < jn) in the

product
∏
i,j≥1(1 − xiyj)−1 is equal to the coefficient of the same mono-

mial in the finite product
∏

1≤i,j≤N (1 − xiyj)−1, where in, jn ≤ N . The
identity holding in the finite case, the previous coefficient is equal to the
coefficient of the same monomial in sλ(x1, . . . , xN )sλ(y1, . . . , yN ), and also
in sλ(x1, . . . , xM )sλ(y1, . . . , yM ) for everyM ≥ N , because of the compat-
ibility property of the sλ’s: sλ(x1, . . . , xn, 0, . . . , 0) = sλ(x1, . . . , xn).
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Identity (16.3) is referred to as the Cauchy identity and is used in many
combinatorial contexts, especially under the form

(16.4)
∑
n≥0

un
∑
|λ|=n

sλ(x)sλ(y) =
∏
i,j

1

1− uxiyj
.

17. The combinatorial definition of the Schur functions

The theory of symmetric functions would not have such an impact in
Combinatorics, if there was no interpretation of the Schur functions in
terms of sums of tableau evaluations. The tableaux in questions are called
semi-standard and can be introduced as follows.

First, recall that the Ferrers diagram associated with a partition λ =
(λ1, λ2, . . . , λr) is the set of ordered pairs (i, j) of the Euclidean plane
with the property that 1 ≤ i ≤ λj , 1 ≤ j ≤ r. Each Ferrers diagram
is usually identified with its corresponding partition. For instance, the
following Ferrers diagram

× ×
× × ×
× × ×
× × × × ×

corresponds to the partition λ = (5, 3, 3, 2).
Let λ be a Ferrers diagram with n points and let i1i2 . . . in be a

nonincreasing word of length n whose letters are integers. Suppose that
those n letters are written on the n points of λ in such a way that every
column (resp. every row) is (strictly increasing) from bottom to top (resp.
nondecreasing from left to right). The configuration τ thereby obtained is
called a semi-standard tableau, of content {i1, i2, . . . , in} and of shape λ.
If i1i2 . . . in is the word 1, 2, . . . , n the semi-standard tableau is called
standard of order n.

For instance,
τ =

6 7
4 4 8
3 3 5
1 2 2 4 5

is a semi-standard tableau of shape (5, 3, 3, 2) and of content 122324352678.
Let x = {x1, x2, . . . } be a set of variables (finite or infinite) and τ be a

semi-standard tableau of shape λ and of content {i1 ≤ i2 ≤ · · · ≤ in}. If
the cardinality of x is greater than or equal to in, the x-evaluation of τ is
defined to be the monomial x(τ) := xi1xi2 · · ·xin , i.e., the product∏

xτ(i,j),

where (i, j) runs over all points (i, j) of the Ferrers diagram λ.
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For each alphabet x = {x1, x2, . . . , xn} with n ≥ 7 the semi-standard
tableau of the running example has the x-evaluation x1x

2
2x

2
3x

3
4x

2
5x6x7x8.

Theorem 17.1. The Schur function sλ(x) associated with the partition λ
in the alphabet x is equal to

(17.1) sλ(x) =
∑
τ

x(τ),

where the summation is over all semi-standard tableaux τ of shape λ.

Thus Theorem 17.1 provides a combinatorial definition of the Schur
functions. Notice that with that definition it is not at all obvious that each
Schur function is symmetric in the xi’s. This follows from the algebraic
definition given in section 15, although there are several ways of proving
the symmetry property using (17.1) only. To obtain the expansion of sλ(x)
it suffices to list the semi-standard tableaux of contents {1c1 , 2c2 , . . . } with
c1 ≥ c2 ≥ · · · ≥ 1. As the Schur function is symmetric, the expansion will
also include the semi-standard tableaux of contents {1cσ1 , 2cσ2 , . . . } for
each permutation σ of the subscripts.

For example, consider the partition λ = (3, 1) and the alphabet
x = {x1, x2, x3, x4}. The semi-standard tableaux τ of shape λ whose
contents are of the form {1c1 , 2c2 , . . . } with c1 ≥ c2 ≥ · · · ≥ 1 are the
following

2
1 1 1;

2
1 1 2;

3
1 1 2;

2
1 1 3;

4
1 2 3;

3
1 2 4;

2
1 3 4.

According to Theorem 17.1 we have:

s(3,1)(x1, x2, x3, x4) =
∑

x31x2 +
∑

x21x
2
2 + 2

∑
x21x2x3 + 3x1x2x3x4.

Notice that the first summation involves twelve monomials. For 1 ≤ i <
j ≤ 4, the monomial x3ixj (resp. xix

3
j ) corresponds to the semi-standard

tableau
j
i i i (resp.

j
i j j).

To prove Theorem 17.1 we start with the very first definition of the
Schur function as a ratio of two determinants, as given in Section 15. An
alternate proof consists of using Proposition 15.3, but this involves other
combinatorial techniques

Let λ and µ be two partitions (or Ferrers diagrams) such that µ is
contained in λ. The set difference λ\µ is called a skew tableau and denoted
by λ/µ. A skew tableau is called a horizontal strip, if each column contains
at most one box (or one cross) of the skew tableau. Let λi and µi denote
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µi+1 λi+1

µi λi

6

-

Fig. 17.1

the parts of the partitions λ and µ, respectively. As shown in Fig. 17.1,
the skew tableau λ/µ is a horizontal strip if and only if for all i we have
λi+1 ≤ µi, i.e.,

λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ λ3 ≥ · · ·

Let τ be a semi-standard tableau of shape λ and of content 1c12c2 . . . ncn.
Let λ0 := ∅ and λn := λ. For each i = 1, 2, . . . , n the subset of the boxes
of τ containing an integer at most equal to i (resp. an integer equal to i) is
a semi-standard tableau (resp. a horizontal strip) we denote by λ(i) (resp.

λ(i)/λ(i−1)). Let λ
(i)
j denote the parts of λ(i). Hence, for each i = 1, 2, . . . , n

the following inequalities holds

λ
(i)
1 ≥ λ

(i−1)
1 ≥ λ(i)2 ≥ λ

(i−1)
2 ≥ λ(i)3 ≥ λ

(i−1)
3 ≥ · · ·

With those notations the x-evaluation of τ is given by:

x(τ) = x
|λ(1)|−|λ(0)|
1 x

|λ(2)|−|λ(1)|
2 . . . x|λ

(n)|−|λ(n−1)|
n .

Theorem 17.1 can then be rephrased as follows.

Theorem 17.1′. We have:

sλ(x1, . . . , xn) =
∑

∅=λ(0)⊂λ(1)⊂···⊂λ(n)=λ
λ(i)/λ(i−1) horizontal strip

x
|λ(1)|−|λ(0)|
1 x

|λ(2)|−|λ(1)|
2 . . . x|λ

(n)|−|λ(n−1)|
n .

The formula holds for n = 1, since the only Schur functions sλ(x1) in

one variable x1 are the monomials x
|λ|
1 , where λ = λ(1) is reduced to a

single part. The formula can be rewritten

sλ(x1, . . . , xn) =
∑

λ(n−1)⊂λ

x|λ|−|λ
(n−1)|

n

∑
λ(0)⊂λ(1)⊂···⊂λ(n−1)

x
|λ(1)|−|λ(0)|
1 . . . x

|λ(n−1)|−|λ(n−2)|
n−1 ,

keeping in mind that each skew tableau λ(i)/λ(i−1) is a horizontal strip.
The second summation is nothing but the formula of the theorem for
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(n − 1) variables. Let µ := λ(n−1) and use the induction hypothesis. We
are left to prove the identity

(⋆) sλ(x1, . . . , xn) =
∑
µ

λ/µ horizontal strip

x|λ|−|µ|n sµ(x1, x2, . . . , xn−1).

To prove (⋆) we proceed as follows. Consider the determinant

aλ(x1, . . . , xn) := det(x
λj+n−j
i )(1≤i,j≤n)

and evaluate

aλ(x1, . . . , xn−1, 1) =

∣∣∣∣∣∣∣∣
xλ1+n−1
1 . . . xλn+n−n

1
...

. . .
...

xλ1+n−1
n−1 . . . xλn+n−n

n−1
1 . . . 1

∣∣∣∣∣∣∣∣ .
Subtract the (j + 1)-st column from the j-th column for each j =
1, 2, . . . , n− 1. We get: ∣∣∣∣∣∣∣

xλn
1

E
xλn
n−1

0 . . . 0 1

∣∣∣∣∣∣∣ ,
where E is the matrix (x

λj+n−j
i − xλj+1+n−j−1

i )(1≤i,j≤n−1). But

x
λj+n−j
i − xλj+1+n−j−1

i = (xi − 1)
∑

λj+1+n−j−1≤t≤λj+n−j−1

xti

= (xi − 1)
∑

λj+1≤µj≤λj

x
µj+n−j−1
i .

Hence

detE = det
(
(xi − 1)

∑
λj+1≤µj≤λj

x
µj+n−j−1
i

)
(1≤i,j≤n−1)

=
∏

1≤i≤n

(xi − 1)×
∑

(λj+1≤µj≤λj)
(1≤j≤n−1)

det(x
µj+n−j−1
i )(1≤i,j≤n−1).

Now if we divide detE by

∆(x1, . . . , xn−1, 1) =
∏

1≤i≤n

(xi − 1) ·∆(x1, . . . , xn−1),
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we obtain the Schur function sλ(x1, . . . , xn−1, 1). Consequently,

sλ(x1, . . . , xn−1, 1) =
∑

(λj+1≤µj≤λj)
(1≤j≤n−1)

det(x
µj+n−1−j
i )(1≤i,j≤n−1)

∆(x1, . . . , xn−1)

=
∑
µ

λ/µ horizontal strip

sµ(x1, . . . , xn−1).

As sλ(x1, . . . , xn−1, xn) is of degree |λ| with respect to the set of all
variables and as sµ(x1, . . . , xn−1) is of degree |µ|, we get:

sλ(x1, . . . , xn−1, xn) =
∑
µ

λ/µ horizontal strip

x|λ|−|µ|n sµ(x1, . . . , xn−1),

which is formula (⋆).

There is also a combinatorial definition for the skew Schur function that
reads

(17.2) sν/θ(x) =
∑
τ

x(τ),

where the summation is over all semi-standard tableaux τ of shape ν/θ.
Those semi-standard tableaux obey the same rules as the semi-standard
tableaux occurring in (17.1): every column (resp. every row) is strictly
increasing from bottom to top (resp. nondecreasing from left to right).
However their shapes are skew diagrams.

For instance,

τ =

6 8
1 5 5

2
1 2 2

is such a semi-standard tableau of shape is ν/θ with ν = (6, 4, 3, 2) and
θ = (3, 3).

To derive (17.2) we have to use another combinatorial technique, since
we have to start from a determinantal definition such as (15.4) and not a
ratio of two determinants. The proof of (17.2) is not given in this memoir.

18. The inverse ligne of route of a standard tableau

In this section we consider standard tableaux whose shapes can be
skew diagrams ν/θ, as introduced in section 15. If the skew diagram has n
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boxes (or crosses), the entries written on those crosses are the n integers
1, 2, . . . , n, the rows (resp. columns) being increasing when read from left
to right (resp. from bottom to top). For instance,

T =

6 8
4 5 9

3
1 2 7

is a standard tableau of shape ν/θ with ν = 6, 4, 3, 2 and θ = 3, 3.
By analogy with the permutations, we can define the inverse ligne of

route of the standard tableau T as the set, IligneT , of all k such that (k+1)
is above k in T (or, equivalently, to its left). With the above example we
have

IligneT = {2, 3, 5, 7}.

Notice that for a standard tableau no ligne of route is introduced. The
word “inverse” has been here added for convenience. We further define:

(18.1) idesT := | IligneT | and imajT :=
∑
j

j (j ∈ IligneT ).

A more refined statistic is the y-vector of T defined as the word y(T ) =
y(1)y(2) . . . y(n), where

(18.2) y(i) := #{j ≥ i : j ∈ IligneT}.

Using the same example, ides T = 4, imajT = 2 + 3 + 5 + 7 = 17 and

y(T ) =
1 2 3 4 5 6 7 8 9
4 4 3 2 2 1 1 0 0

The next proposition is straightforward and given without proof.

Proposition 18.1. For each standard tableau T whose y-vector reads
y(T ) = y(1)y(2) . . . y(n) the following holds:

idesT = y(1), imajT = tot y(T ) = y(1) + y(2) + · · ·+ y(n).

Now let {x1, x2, . . . } and {q1, q2, . . . } be two sets of independent
variables. If xc(1)xc(2) . . . xc(n) is a monomial written in such a way that
c(1) ≥ c(2) ≥ · · · ≥ c(n), define

ϕq(xc(1)xc(2) . . . xc(n)) := q
c(1)−1
1 q

c(2)−1
2 . . . qc(n)−1n
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and let ϕq act linearly on the algebra of the polynomials in the xi’s. If the
variables qi’s are distinct, then ϕq cannot be a ring homomorphism. For
a standard tableau T of order n it will be convenient to use the notation:
qy(T ) := q

y(1)
1 q

y(2)
2 . . . q

y(n)
n . Also, for each variable t introduce

[t;q]n :=

{
1− t, if n = 0;
(1− t)(1− tq1)(1− tq1q2) · · · (1− tq1 · · · qn), if n ≥ 1.

Theorem 18.2. Let ν/θ be a skew diagram with n points. Then, the
following identities hold:

(18.3) ϕq(sν/θ(x1, x2, . . . )) =
1

n∏
i=1

(1− q1 · · · qi)

∑
T,T of shape ν/θ

qy(T );

(18.4)
∑
r≥0

tr ϕq(sν/θ(x1, . . . , xr+1)) =
1

[t;q]n+1

∑
T,T of shape ν/θ

tidesTqy(T );

the summations on the two right-hand sides being over all standard
tableaux of shape ν/θ.

When all the variables qi are equal to a single variable q, the homomor-
phism ϕq, that will then be denoted by ϕq, becomes a ring homomorphism.
We then have

ϕq(sν/θ(x1, x2, . . . )) = sν/θ(1, q, q
2, . . . ));(18.5)

ϕq(sν/θ(x1, . . . , xr+1)) = sν/θ(1, q, . . . , q
r)).(18.6)

In view of Proposition 18.1 this implies the subsequent corollary.

Corollary 18.3. Let ν/θ be a skew diagram with n points. Then, the
following identities hold:

sν/θ(1, q, q
2, . . . ) =

1

(q; q)n

∑
T,T of shape ν/θ

qimajT ;(18.7)

∑
r≥0

tr sν/θ(1, q, . . . , q
r) =

1

(t; q)n+1

∑
T,T of shape ν/θ

tidesT qimajT ;(18.8)

the summations on the two right-hand sides being over all standard
tableaux of shape ν/θ.

The proof of Theorem 18.2 is based upon the combinatorial definition
of Schur functions (or skew Schur functions), as discussed in the previous
section, and a bijection

τ 7→ (T, d)

90



18. THE INVERSE LIGNE OF ROUTE OF A STANDARD TABLEAU

of the set of semi-standard tableaux onto pairs (T, d), where T is a
standard tableau having the same shape as τ and d a nonincreasing
sequence of integers.

The semi-standard tableaux we will consider this time are non-
increasing along the rows (from left to right) and (strictly) decreasing
(from bottom to top) along the columns, as opposed to the definition given
in the previous section. This convention will facilitate the calculations. For
instance

τ =

2 1
3 3 1

5
8 6 2

is such a semi-standard tableau, whose shape is ν/θ with ν = (6, 4, 3, 2)
and θ = (3, 3).

Each such semi-standard tableau τ determines a total ordering on the
points (i, j) of its diagram ν/θ in the following manner: (i, j) is said to
be less than (i′, j′), if the integer τ(i, j) written on (i, j) is greater than
τ(i′, j′), or if τ(i, j) = τ(i′, j′) and (i, j) is to the left of (i′, j′), that is,
i < i′.

Suppose that the diagram ν/θ has n elements; write k on the point
(i, j) if (i, j) is the smallest k-th element using the previous ordering. This
produces a standard tableau T , of order n, of shape ν/θ. Reading the
elements τ(i, j) from smallest to greatest yields a non-increasing sequence
c = c(1)c(2) . . . c(n), called the content of τ . Moreover, we have

(18.9) k ∈ IligneT ⇒ c(k) > c(k + 1).

As i ∈ IligneT ⇒ y(i) = y(i+1)+1 and i 6∈ IligneT ⇒ y(i) = y(i+1), we
see that the sequence d := d(1)d(2) . . . d(n), defined by d(i) := c(i)−1−y(i)
for each i = 1, 2, . . . , n, satisfies d(1) ≥ d(2) ≥ · · · ≥ d(n) ≥ 0. Moreover,
the mapping τ 7→ (T, d) is bijective.

With the previous semi-standard tableau τ the standard tableau T is
the tableau given in the beginning of this section. We further have:

c =
y(T ) =
d =

1 2 3 4 5 6 7 8 9
8 6 5 3 3 2 2 1 1
4 4 3 2 2 1 1 0 0
3 1 1 0 0 0 0 0 0

Next, for each semi-standard tableau τ of content c = c(1) . . . c(n) define

x(τ) := xc(1) · · ·xc(n),
so that

ϕq(x(τ)) := q
c(1)−1
1 q

c(2)−1
2 . . . qc(n)−1n .
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Using the above bijection τ 7→ (T, d), we get

ϕq(x(τ)) = q
y(1)
1 q

y(2)
2 . . . qy(n)n q

d(1)
1 q

d(2)
2 . . . qd(n)n

= qy(T )qd.

Accordingly, ∑
τ,τ of shape ν/θ

ϕq(x(τ)) =
∑

T,T of shape ν/θ

qy(T )
∑
d

qd.

As the last summation is over all non-increasing sequences d = d(1) ≥
· · · ≥ d(n) ≥ 0, we obtain

(18.10)
∑

τ,τ of shape ν/θ

ϕq(x(τ)) =
1

n∏
i=1

(1− q1 · · · qi)

∑
T,T of shape ν/θ

qy(T ).

Now make use of the combinatorial definition for the skew Schur function

sν/θ(x1, x2, . . . ) =
∑

τ,τ of shape ν/θ

x(τ),

and take the homomorphic image of identity (18.10) under ϕq. This yields
(18.3).

For the proof of (18.4) proceed as follows. In the expansion of
the skew Schur function sν/θ(x1, x2, . . . , xr+1) in the finite alphabet
{x1, x2, . . . , xr+1} the semi-standard tableaux τ of content c such that
c(1) ≥ r + 2 bring no contribution. Consequently,∑

c(1)=r+1

x(c) = sν/θ(x1, x2, . . . , xr+1)− sν/θ(x1, x2, . . . , xr);

hence,∑
r

tr
∑

c(1)=r+1

x(c) =
∑
r

tr(sν/θ(x1, x2, . . . , xr+1)− sν/θ(x1, x2, . . . , xr))

= (1− t)
∑
r

trsν/θ(x1, x2, . . . , xr+1).

On the other hand, by using (18.10) we get

ϕq

(∑
r

tr
∑

c(1)=r+1

x(c)
)
=

∑
τ,τ of shape ν/θ

(tq1)
c(1)−1q

c(2)−1
1 · · · qc(n)−1n

=
1

n∏
i=1

(1− tq1 · · · qi)

∑
T,T of shape ν/θ

tidesTqy(T ),

since y(1) = idesT . Thus identity (18.4) is proved.
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19. The Robinson-Schensted Correspondence

This is one of the most celebrated correspondences. Its main interest in
Combinatorics lies in the fact that geometric properties held by permuta-
tions can be transferred onto tableaux. Remember that we have introduced
inverse lignes of route for both permutations and standard tableaux. One
of our problems will be to relate those two lignes of routes through the
Robinson-Schensted correspondence.

19.1. The Schensted-Knuth algorithm. In section 12.2 each nonde-
creasing biword b has been mapped onto a triple (σ, b′, c′), where σ is a
permutation and b′, c′ two nondecreasing words. The Schensted-Knuth al-
gorithm will map such a biword onto a pair of two semi-standard tableaux
of the same shape, that shape being a (right) Ferrers diagram. Again take
up the example of section 12.1

b =

(
b
c

)
=

(
0 0 0 1 1 1 1 3 3 3 3 3
2 4 4 0 3 3 3 1 2 2 4 4

)
,

a biword of length n = 12, which is nondecreasing in the sense that the
biletters (0, 2), (0, 4), . . . , are in nondreasing order with respect to the
lexicographic order. The Schensted-Knuth algorithm applied to b can be
described as follows:

start with two empty tableaux P = , Q = . Next, insert the first
entry 0 on the top row b into Q and the first entry 2 on the bottom row c

into P , to obtain P = 2 , Q = 0 . As 2 ≤ 4 ≤ 4 (on the bottom row c),
insert 4 4 next to 2 onto the same row in P and record the positions by
inserting the corresponding entries 0 0 (on the top row b) onto analogous
places in Q:

P = 2 4 4 , Q = 0 0 0 .

Next, the fourth letter 0 of c will bump up the smallest entry in P that
is strictly larger than itself. This is 2. We also record the new position
occupied by 2 on the second row in P by writing 1 (the fourth entry on
the top row) into Q:

P =

2
0 4 4 , Q =

1
0 0 0 .

Then, the fifth letter 3 of c will bump up the smallest leftmost entry on
the first row in P that is strictly larger than itself. This is the leftmost 4.
There is no entry on the second row of P smaller than 4, so that 4 is
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inserted next to the right of 2. We then record the new position occupied
by 4 on the second row in P by writing 1 (the fifth letter of b) into Q:

P =

2 4
0 3 4 , Q =

1 1
0 0 0 .

Again, the sixth letter 3 of c will bump up the smallest leftmost entry on
the first row in P that is strictly larger than itself. This is 4. There is no
entry on the second row of P smaller than 4, so that 4 is inserted to the
right of the second row. We then record the new position occupied by 4
on the second row in P by writing 1 (the sixth letter of b) into Q:

P =

2 4 4
0 3 3 , Q =

1 1 1
0 0 0 .

The seventh letter of c is 3. There is no entry on the first row in P that is
greater than 3, so that 3 is inserted to the right of the first row and the
seventh letter 1 of b is written to the right of the first row in Q:

P =

2 4 4
0 3 3 3 , Q =

1 1 1
0 0 0 1 .

The eighth letter of c is 1. It will bump up the smallest leftmost entry on
the first row in P that is strictly larger than itself. This is the leftmost 3.
In its turn that entry 3 will bump up the smallest leftmost entry on the
second row in P that is strictly larger than itself. This is the leftmost 4.
The third row is empty, so that 4 will form a new one-entry row for P .
We then record the new position occupied by 4 on the third row in P by
writing 3 (the eighth letter of b) into Q:

P =

4
2 3 4
0 1 3 3 , Q =

3
1 1 1
0 0 0 1 .

Using the same insertion technique we successively get

P =

4 4
2 3 3
0 1 2 3 , Q =

3 3
1 1 1
0 0 0 1 ; P =

4 4
2 3 3 3
0 1 2 2 , Q =

3 3
1 1 1 3
0 0 0 1 ;

and finally

P =

4 4
2 3 3 3
0 1 2 3 4 4 , Q =

3 3
1 1 1 3
0 0 0 1 3 3 .
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Theorem 19.1. The insertion algorithm

b =

(
b
c

)
=

(
b1 b2 . . . bn
c1 c2 . . . cn

)
7→ P Q

provides a bijection of the set of all nondecreasing biwords onto the set
of ordered pairs P Q of semi-standard tableaux, of the same shape, the
content of P (resp. of Q) being {c1, c2, . . . , cn} (resp. {b1, b2, . . . , bn}).

It is not our intention to give a formal proof of the theorem. The only
difficult part is to see that the algorithm provides two tableaux which are
both semi-standard. The fact that both P and Q have the same shape is
then evident. Also, the algorithm for the reverse construction is easy to
formulate.

In the sequel, standard Young tableau of order nmeans standard tableau
whose shape is a (right) Ferrers diagram corresponding to a partition of n.

Let Tn (resp. T
(2)
n ) be the set of all standard Young tableaux of order n

(resp. of all ordered pairs P Q of standard Young tableaux of order n of
the same shape).

Corollary 19.2. When restricted to permutations σ of order n written
as increasing biwords, the insertion algorithm

σ 7→ P Q

establishes a bijection of the group Sn of n! elements onto T
(2)
n . The

bijection is called the Robinson-Schensted correspondence.

19.2. A combinatorial proof of the Cauchy identity. Let

A = (aij)(i,j≥0) 7→ b =

(
b
c

)
=

(
b1 b2 . . . bn
c1 c2 . . . cn

)
be the bijection constructed in section 12.1 that maps each matrix A =
(aij) (i, j ≥ 0) with integral entries such that

∑
i,j aij = n onto a

nondecreasing biword of length n. By construction the biletter
(
i
j

)
occurs

aij times in b. Accordingly, if x = (x0, x1, x2, . . . ) and y = (y0, y1, y2, . . . )
are two alphabets of variables, we have

(19.1) xb1xb2 . . . xbnyc1yc2 . . . ycn =
∏
i,j

(xiyj)
aij .

Now consider the Schensted-Knuth bijection b 7→ P Q. The product (19.1)
is equal to the product of the x-evaluation x(Q) by the y-evaluation y(P ).
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When the matrix A runs over all matrices with integral entries whose
finitely many of them are nonzero, the pair P Q runs over all pairs of
semi-standard tableaux, of the same shape. For short, designate the shape
of a tableau P by |P |. We can then write:∏

i,j

(1− xiyj)−1 =
∏
i,j

∑
(xiyj)

aij

=
∑
A

∏
i,j

(xiyj)
aij

=
∑
P Q

x(Q)y(P )

=
∑
λ

∑
|P |=|Q|=λ

x(Q)y(P )

=
∑
λ

( ∑
|Q|=λ

x(Q)
)( ∑
|P |=λ

y(P )
)

=
∑
λ

sλ(y)sλ(x),

by the very combinatorial definition for the Schur functions given in
section 17.

In the same vein we can prove the dual Cauchy identity, i.e.,

(19.2)
∏
i,j

(1 + xiyj) =
∑
λ

sλ′(x)sλ(y),

where λ′ still designates the conjugate partition. The product on the left-
hand side is equal to ∑

A

∏
i,j

(xiyj)
aij ,

but this time the entries of the matrices are only 0 or 1. The corresponding
biwords b have distinct biletters, so that we can derive an inserting process
in which each inserted element bumps up the entry that is larger than or
equal to instead of the smallest leftmost entry strictly larger than itself.
Recording the tableau Q as before, we obtain a pair P Q, of tableaux of
the same shape, such that the transpose PT of P and Q itself are semi-
standard. An analogous calculation leads to identity (19.2).

19.3. Geometric properties of correspondence. The ligne of route
“Ligne” and the inverse ligne of route “Iligne” of a permutation have been
defined in section 11 and the inverse ligne of route “Iligne” of a tableau in
section 18.
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Theorem 19.3. Let σ 7→ P Q be the Robinson-Schensted correspon-
dence. Then

(19.3) Ligneσ = IligneQ; Iligneσ = IligneP.

This property can be verified by a careful study of the various steps in
the construction of the Schensted-Knuth algorithm. We omit the detailed
proof. It is essential to notice that the Q-tableau retains the geometric
information on the permutation σ, on the one hand, and the P -tableau on
the inverse permutation σ−1, on the other hand.

For instance, with

σ =

(
1 2 3 4 5
3 1 4 2 5

)
7→ P Q =

3 4
1 2 5 ,

2 4
1 3 5

we observe the equalities: Ligne σ = {1, 3} = IligneQ and Iligneσ = {2} =
IligneP .

The Robinson-Schensted correspondence is a useful ingredient in the
construction of bijections of the symmetric group onto itself. For instance,
suppose that we have a a bijection Q 7→ QJ of Tn onto itself that preserves
the shape and has the property: IligneQJ = n − IligneQ = {n − i : i ∈
IligneQ}. Then the chain

σ 7→ P Q 7→ P QJ 7→ jσ,

where the rightmost arrow stands for the inverse of the Robinson corre-
spondence, is a bijection of Sn onto itself such that

Iligne jσ = Iligneσ, Ligne jσ = n− Ligneσ.

The other important property of the correspondence (for which there
exist many proofs) can be stated as follows:

(19.4) [σ 7→ P Q]⇔ [σ−1 7→ QP ].

19.4. A permutation statistic distribution. As was done in section 18
for standard tableaux, we can introduce the y-vector of a permutation
σ = σ(1) . . . σ(n) and define it as the word y(σ) = yσ(1) . . . yσ(n), where

yσ(i) := #{j ≥ i : j ∈ Ligneσ}.
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Hence, des σ = yσ(1), majσ = tot y(σ) = yσ(1) + · · · + yσ(n). We can
also consider the y-vector for the inverse σ−1 of σ. Taking two sequences
(p1, p2, . . .) and (q1, q2, . . .) of variables define the monomials

qy(σ) := q
yσ(1)
1 · · · qyσ(n)n , py(σ

−1) := p
yσ−1 (1)
1 · · · pyσ−1 (n)

n

and consider the polynomial

An(t, s,q,p) :=
∑
σ∈Sn

tdesσsdesσ
−1

qy(σ)py(σ
−1).

The homomorphism ϕq that has been introduced just after Proposi-
tion 18.1, keeps the same meaning. Also let ϕp be the analogous homo-
morphism defined by means of the variables pi’s.

Theorem 19.4. The bi-factorial generating function for the polynomials
An(t, s,q,p) is given by:

∑
n≥0

un

[t;q]n+1 [s;p]n+1
An(t, s,q,p) = ϕqϕp

∑
l,k

tlsk
∏

1≤j≤l+1
1≤i≤k+1

1

1− uxjyi
.

Again, we emphasize the fact that ϕq and ϕp are (non-ring) homomor-
phisms acting on the xj ’s and the yi’s, respectively. The infinite product
on the right-hand is to be extended first in monomials in the xj ’s and the
yi’s and the mappings ϕp, ϕq are to be applied next to each monomial.

The proof of Theorem 19.4 is a consequence of the geometric properties
of the Robinson-Schensted correspondence, as stated in Theorem 19.3, and
of the Cauchy identity. From (19.3) we can write:

An(t, s,q,p) =
∑
|λ|=n

∑
|P |=|Q|=λ

sidesQtidesPpy(Q)qy(P )

Hence,

1

[t;q]n+1 [s;p]n+1
An(t, s,q,p)

=
∑
|λ|=n

( 1

[t;q]n+1

∑
|Q|=λ

tidesQqy(Q)
)( 1

[s;p]n+1

∑
|P |=λ

sidesPpy(P )
)

=
∑
|λ|=n

(∑
l≥0

tlϕq(sλ(x1, . . . , xl+1)
)(∑

k≥0

skϕp(sλ(y1, . . . , yk+1)
)

[by (18.4).]

Thus
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n≥0

un

[t;q]n+1 [s;p]n+1
An(t, s,q,p)

= ϕqϕp
∑
l,k

tlsk
∑
n≥0

un
∑
|λ|=n

sλ(x1, . . . , xl+1)sλ(y1, . . . , yk+1)

= ϕqϕp
∑
l,k

tlsk
∏

1≤j≤l+1
1≤i≤k+1

1

1− uxjyi
[by the Cauchy formula (16.4).]

When all the variables qj (resp. the variables pi) are equal to a single
variable q (resp. p), the homomorphisms become ring homomorphisms.
We recover formula (13.7) that gives the bi-basic generating functions by
the four-statistic (des, ides,maj, imaj).

20. Eulerian Calculus; the first extensions

The next three sections will be devoted to deriving the various exten-
sions of the fundamental identity for the Eulerian polynomials (An(t))
(n ≥ 0) (see (10.9)) that reads

(20.1)
1− t

−t+ exp(u(t− 1))
=

∑
n≥0

un

n!
An(t),

when the exponential occurring in the denominator of the rational fraction
is replaced by the q-exponential (as was done in section 10), then by a
Bessel function J or by a q-Bessel function J, in its infinite or finite form,
and also when the fraction itself is replaced by

(20.2)
(1− t) exp(u(t− 1)X)

−t+ exp(u(t− 1)(X + Y ))
=

∑
n≥0

un

n!
Bn(X,Y, t),

that stands for the natural extension of the fraction, when going from the
group An of the permutations to the group Bn of the signed permutations.

Those various extensions are symbolized by the diagram of Fig. 20.1,
where the identities (20.1) and (20.2) sit on the vertices (·, ·, ·) and
(sgn, ·, ·), respectively, and where the horizontal arrow → stands for the
passage from the permutations to the signed permutations, the oblique
arrow ↗ stands for the q-extension, the uparrow ↑ for the extension by
means of a Bessel function, in its infinite form (J) for the first level and
in its finite form (Jk) for the second one. All those terms will be fully
explained in the sequel.
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(·, ·, ·) -

6
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(sgn, ·, ·)
�
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��

6(·, q, ·) -

6

(sgn, q, ·)

6

(·, ·, J) -

6

�
���

(sgn, ·, J)

6

�
���

(·, q, J)

6

- (sgn, q, J)

6

(·, ·, Jk)
�

���

-(sgn, ·, Jk)
�

���
(·, q, Jk) - (sgn, q, Jk)

Fig. 20.1

Of course, we could start from the most general extension that sits
on (sgn, q, Jk) and get the other results by successive specializations.
However proceeding in such a way would overlook the local techniques
that have their own interest. We then proceed from the particular to the
general, at least in the beginning. When we have enough material, we
will attack (sgn, q, Jk) itself and obtain the remaining identities with their
combinatorial interpretations.

20.1. The signed permutations. A signed permutation of order n can
be defined as a pair (σ, ε), where σ is a permutation σ = σ(1)σ(2) . . . σ(n)
and ε = ε(1)ε(2) . . . ε(n) is a word of length n in the alphabet {x, y}.
The word ε is called a xy-word; the number of letters in ε equal to x
(resp. equal to y) is denoted by ℓ(ε|x) (resp. ℓ(ε|y)). Also σε|x (resp. σε|y)
designates the subword of σ made of all letters σ(i) such that ε(i) = x
(resp. ε(i) = y).

Definition. The integer i is said to be a descent of the signed permu-
tation (σ, ε), if one of the following conditions is verified

(i) i = n and ε(n) = x;
(ii) 1 ≤ i ≤ n− 1, ε(i) = x, ε(i+ 1) = y;
(iii) 1 ≤ i ≤ n− 1, ε(i) = ε(i+ 1) and σ(i) > σ(i+ 1).
The number of descents of (σ, ε) is denoted by des(σ, ε).

Example. Let

σ =
ε =

1 2 3 4 5 6 7 8 9
6 7 2 4 3 1 8 5 9
x y y y x x y x x
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be a signed permutation. Then σε|x = 63159, σε|y = 7248 and des(σ, ε) =
Card{1, 2, 5, 6, 9} = 5.

Another way of introducing the descents is to start with the linear
order (n, x) > · · · > (1, x) > (n, y) > · · · > (1, y), keep item (i) and
replace conditions (ii) and (iii) above by

(ii′) 1 ≤ i ≤ n− 1 and (σ(i), ε(i)) > (σ(i+ 1), ε(i+ 1)).

Now let

(20.3) Bn(X,Y, t) =
∑
(σ,ε)

Xℓ(ε|x)Y ℓ(ε|y)tdes(σ,ε)

be the generating polynomial for the set of signed permutations of order n
by the number of descents.

Theorem 20.1. The following identity holds:

(20.4)
(1− t) exp(u(t− 1)X)

−t+ exp(u(t− 1)(X + Y ))
=

∑
n≥0

un

n!
Bn(X,Y, t).

Notice that when X = 0 and Y u = u in (20.4) we revover identity
(20.1) with their combinatorial interpretation.

For the proof of Theorem 20.1 we proceed as follows. Define the statistic
desk σ of a permutation (not a signed permutation) σ = σ(1) . . . σ(n) to
be

desk σ :=

{
desσ, if 1 ≤ σ(n) ≤ n− k;
1 + desσ, if n− k + 1 ≤ σ(n) ≤ n;

and let

Akn(t) :=
∑
σ

tdesk σ (σ ∈ Sn).

Because of item (i) in the definition of a descent in a signed permutation
we can write:

(20.5) Bn(X,Y, t) =

n∑
k=0

(
n

k

)
XkY n−kAkn(t).

Now the “desk” interpretation given for Akn(t) provides the following
recurrence relation

(20.6) Akn(t) = Ak−1n (t) + (t− 1)Ak−1r−1(t) (1 ≤ k ≤ r),
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since tAk−1n−1(t) is the generating polynomial for the permutations ending

with (n − k + 1) by “desk,” while Ak−1n (t) − Ak−1n−1(t) is the generating
polynomials for the other permutations. By iteration,

(20.7) Akn(t) = A0
n(t) +

(
k

1

)
(t− 1)A0

n−1(t) +

(
k

2

)
(t− 1)2A0

n−2(t)

+ · · ·+
(
k

k

)
(t− 1)kA0

n−k(t).

Using Umbral Calculus (dear to the late professor Rota, who had made an
extensive usage of that approach) An ≡ An ≡ A0

n(t) and A
0 ≡ 1, formula

(20.7) may be rewritten as

(20.8) Akn(t) = An−k
(
(t− 1) +A

)k
.

In view of (20.5) and (20.8) we then have

(20.9) Bn(X,Y, t) =
(
X(t− 1) + (X + Y )A

)r
, An ≡ An.

Now exponential generating function (20.1) for the Eulerian polynomials
may be rewritten as

exp(uA) =
1− t

−t+ exp((t− 1)u)
,

so that ∑
n≥0

un

n!
Bn(X,Y, t) =

∑
n≥0

un

n!

(
X(t− 1) + (X + Y )A

)n
= exp

(
uX(t− 1)

)
exp

(
u(X + Y )A

)
=

(1− t) exp(uX(t− 1))

−t+ exp(u(X + Y )(t− 1))
.

20.2. Pairs of permutations. Let π = π(1)π(2) . . . π(n) and ρ =
ρ(1)ρ(2) . . . ρ(n) be two permutations of order n. The number of common
descents of π and ρ, denoted by ddes(π, ρ), is defined to be the number of
integers k such that 1 ≤ k ≤ n− 1 and π(k) > π(k + 1), ρ(k) > ρ(k + 1).
The generating polynomial for the Cartesian product Sn×Sn by “ddes”
is denoted by

(20.10) Addes
n (t) :=

∑
(π,ρ)

tddes(π,ρ) ((π, ρ) ∈ Sn ×Sn).
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Now, let

J0(u) =
∑
n≥0

(−1)n (u/2)
2n

n!n!

be the Bessel function of the first kind, of order zero and let

(20.10) J(u) := J0(2
√
u) =

∑
n≥0

(−1)n un

n!n!
.

Theorem 20.3. The bi-exponential generating function for the polyno-
mials Addes

n (t) (n ≥ 0) is given by:

(20.11)
1− t

−t+ J(u(1− t))
= 1 +

∑
n≥1

un

n!n!
Addes
n (t).

Notice that we go from the fraction in (20.1) to the fraction in (20.11) by
merely replacing “exp” by “J .” The proof of Theorem 20.3 is quite similar
to the proof of Theorem 10.1 that gives the generating function for the
polynomials invAn(t, q). The fraction in identity (20.11) can be rewritten
as (

1 +
∑
n≥1

(−1)n(1− t)n−1 un

n!n!

)−1
,

so that (20.11) is equivalent to(
1−

∑
n≥1

(−1)n−1(1− t)n−1 un

n!n!

)
·
∑
n≥0

Addes
n (t)

un

n!n!
= 1

and provides the recurrence Addes
0 (t) = 1 and

(20.12) Addes
n (t) =

∑
1≤k≤n

(
n

k

)(
n

k

)
(t− 1)k−1Addes

n−k(t) (n ≥ 1).

Let Fk be the generating polynomial for the pairs of permutations (π, ρ)
of order n, such that both π and ρ have their longest decreasing rightmost
factors (l.d.r.f.) equal to k by “ddes.” Also, let Gk := Fk+Fk+1+ · · ·+Fn.
Under those conditions we have(

n

k

)(
n

k

)
tkAddes

n−k(t) = tFk +Gk+1,

so that
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∑
1≤k≤n

(
n

k

)(
n

k

)
(t− 1)k−1Addes

n−k(t) =

n∑
k=1

( Fk
tk−1

+
Gk+1

tk

)
(t− 1)k−1

=

n∑
k=1

1

tk

(
t(Gk −Gk+1) +Gk+1

)
(t− 1)k−1

=
n∑
k=1

1

tk

(
tGk − (t− 1)Gk+1

)
(t− 1)k−1

=
n∑
k=1

Gk
(t− 1)k−1

tk−1
−Gk+1

(t− 1)k

tk

= G1 = Addes
n (t),

by definition of the Gk’s.

Remark. The proof of the previous theorem shows that if instead of a
pair of permutations we consider a finite sequence of permutations, we can
also calculate the generating function for those finite sequences by their
common descent. This is one of the extensions that will be proposed in
the next section.

Let Addes
n,k := |{(π, ρ) ∈ Sn ×Sn : ddes(π, ρ) = k}|. The first values of

the coefficients Addes
n,k , calculated by means of the recurrence (20.12), are

shown in Table 20.2.

k = 0 1 2 3 4
n = 1 1

2 3 1
3 19 16 1
4 211 299 65 1
5 3651 7346 3156 246 1

Table 20.2 (distribution of ddes on Sn × Sn)

20.3. The q-extension. The q-extension of (20.1) was already done
in Theorem 10.1. Recall that when the exponential is replaced by the
q-exponential Eq, the expansion of the fraction involves the generating
polynomials for Sn by the bi-statistic (1+ des, inv). We will also consider
the replacement of the exponential by the other q-exponential eq. The
formulas obtained together with their combinatorial interpretations will
be discussed in the next section as specializations of more general results.

Referring to the diagram represented in Fig. 20.1 the three extensions
(sgn, ·, ·) [signed permutations], (., ., J) [pairs of permutations] and (·, q, ·)
[the q-extension] have been described.
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20.4. The t, q-maj extension for signed permutations. In § 20.1 the
notion of descent for a signed permutation has been introduced, so that
the major index can also be defined by adding the positions at which
a descent occurs. In the example shown in § 20.1 the descents occur at
positions 1, 2, 5, 6, 9 so that maj(σ, ε) = 1 + 2 + 5 + 6 + 9 = 23.

Now form the generating polynomial for the set of signed permutations
of order n by the pair (des,maj), that is,

(20.13) Bn(X,Y, t, q) =
∑
(σ,ε)

Xℓ(ε|x)Y ℓ(ε|y)tdes(σ,ε)qmaj(σ,ε).

As we now see, the generating function for those polynomials Bn(X,Y, t, q)
(n ≥ 0) can be derived, by q-analogizing the calculation made in § 20.1
for the polynomial Bn(X,Y, t). For 0 ≤ k ≤ n and each (ordinary)
permutation σ let

desk σ :=

{
desσ, if 1 ≤ σ(n) ≤ n− k;
1 + desσ, if n− k + 1 ≤ σ(n) ≤ n;

majk σ := majσ + nχ(n− k + 1 ≤ σ(n) ≤ n);(20.14)

and let

Akn(t, q) :=
∑
σ

tdesk σqmajk σ (σ ∈ Sn).

If I is a subset of [n ] = {1, 2, . . . , n} let BI(t, q) denote the generating
polynomial for the signed permutations (σ, ε)=(σ(1), ε(1)) . . . (σ(n), ε(n))
containing all the letters (i, x) when i ∈ I and all the letters (j, y) when
j ∈ [n ]\I. Because of the definition of a descent for a signed permutation,
we have

(20.15) BI(t, q) = Akn(t, q) if #I = k.

Hence

Bn(X,Y, t, q) =
n∑
k=0

(
n

k

)
XkY n−kAkn(t, q).

Mimicking (20.6) we also have:

Akn(t, q) = Ak−1n (t, q) + (tqn − 1)Ak−1n−1(t, q) (1 ≤ k ≤ n).
By iteration,

Akn(t, q) =
k∑
s=0

(
k

s

)
(tqn − 1)(tqn−1 − 1) . . . (tqn−s+1 − 1)B0

n−s(t, q).

Hence

An(X,Y ; t, q) =
∑

0≤s≤k≤n

n!

(n− k)! s! (k − s)!
XkY n−k

× (tqn − 1)(tqn−1 − 1) . . . (tqn−s+1 − 1)B0
n−s(t, q)
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and∑
n≥0

un

n!

Bn(X,Y ; t, q)

(t; q)n+1
=

∑
s,n,m≥0

us+n+mXs+nY m

s!n!m!

(−1)s

(t; q)n+m+1
B0
n+m(t, q)

= exp(−uX)
∑
r≥0

(u(X + Y ))r

r!

A0
r(t, q)

(t; q)r+1
.

But A0
s(t, q) is the generating polynomial by (des0,maj0), that is, the q-

maj Eulerian polynomial majAs(t, q), introduced in Definition 10.1. As, by
(10.2b) ∑

r≥0

ur

r!

A0
r(t, q)

(t; q)r+1
=

∑
s≥0

ts exp(u[s+ 1]q),

we conclude that∑
n≥0

un

n!

Bn(X,Y ; t, q)

(t; q)n+1
= exp(−uX)

∑
s≥0

ts exp(u(X + Y )[s+ 1]q)

=
∑
n≥0

ts exp
(
u(Xq[s]q + Y [s+ 1]q)

)
.

Proposition 20.4. Let Bn(X,Y ; t, q) be the generating polynomial for
the signed permutations by (des,maj), as defined in (20.13). Then

Bn(X,Y ; t, q)

(t; q)n+1
=

∑
s≥0

ts (Xq[s]q + Y [s+ 1]q)
n;(20.16)

∑
n≥0

un
Bn(X,Y ; t, q)

(t; q)n+1
=

∑
n≥0

ts
1

1− u(Xq[s]q + Y [s+ 1]q)
;(20.17)

∑
n≥0

un

n!

Bn(X,Y ; t, q)

(t; q)n+1
=

∑
n≥0

ts exp
(
u(Xq[s]q + Y [s+ 1]q)

)
.(20.18)

For each subset I ⊂ [n ] let BI(t, q) be the generating polynomial for the
signed permutations containing all the letters (i, x) with i ∈ I and all the
letters (j, y) with j ∈ [n ] ⊂ I by (des,maj). If #I = k, we have:

BI(t, q)

(t; q)n+1
=

∑
s≥0

ts qk[s]kq [s+ 1]n−kq .(20.19)

Proof. Identity (20.18) has just been proved. The other formulas can
then be easily deduced.
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20.5. A first inversion number for signed permutations. As explained
in the next section, the inversion number for signed permutations that will
be further studied will be motivated by analytical reasons. However, we
can also look for an inversion number, that reduces to the usual “inv”
for the ordinary permutations, that has the further property of being
equidistributed with “maj” on the set of signed permutations.

Keep the notations of Proposition 20.4 and let SPI be the set of signed
permutations of order n containing all the letters (i, x) with i ∈ I and all
the letters (j, y) with j ∈ [n ] \ I. By letting t = 1 in (20.19) we get

BI(1, q) = qk
(q; q)n
(1− q)n

.

The most (?) natural inversion number, say, “Inv”, whose distribution
on the set SPI is given by BI(1, q), can be defined by mapping each
(σ, ε) ∈ SPI onto

Inv(σ, ε) := inv σ +# I.

In the notations of § 20.1

(20.20) Inv(σ, ε) := inv σ + ℓ(ε|x).

To avoid any confusion, denote the major index of a signed permuta-
tion w by Majw. To construct a bijection Ψ having the property that

(20.21) Maj(σ, ε) = InvΨ(σ, ε),

proceed as follows. It suffices to do so for each subset SPI such that
I = {n− k+1, n− k+2, . . . , n} (0 ≤ k ≤ n). Each signed permutation in
such an SPI is then a permutation of the increasing word

(1, y)(2, y) . . . (n− k, y)(n− k + 1, x) . . . (n, x),

Introduce a new letter ∗ and impose the ordering

(n− k, y) < ∗ < (n− k + 1, x).

Consider the alphabet {(1, y), . . . , (n−k, y), ∗, (n−k+1, x), . . . , (n, x)} and
let w belong to SPI . The transformation Φ, introduced in Theorem 11.3,
maps w ∗ (the signed permutation w, linearly written as a permutation,
with the juxtaposition of the letter ∗ at the end) onto

(20.22) Φ(w ∗) = w′ ∗,

where w′ is a rearrangement of w. Furthermore,

(20.23) maj(w ∗) = invΦ(w ∗) = inv(w′ ∗).
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The bijection Ψ of SPI onto itself is then defined by

(20.24) Ψ(w) ∗ := Φ(w ∗) = w′ ∗ .

Theorem 20.5. The mapping Ψ defined in (20.24) is a bijection of each
class SPI onto itself such that Majw = InvΨ(w) holds for every w ∈ SPI .

Proof. As Φ is a bijection of each rearrangement class onto itself and
because of (20.22), the mapping Ψ is itself a bijection. Furthermore, let
w = x1x2 . . . xn ∈ SPI . Then Majw = majw + nχ(xn ∈ I) = maj(w ∗) =
invΦ(w ∗) = inv(Ψ(w) ∗) = InvΨ(w).

Example. Let n = 6, I = {4, 5, 6} and consider the signed permutation
w = (3, y)(1, y)(6, x)(5, x)(2, y)(4, x), that will be rewritten as w =
3, 1,6,5, 2,4. With 3 < ∗ < 4 the image of w ∗ under Φ (defined in § 11.3)
is Φ(w ∗) = 6, 3,5, 1,4, 2, ∗, so that Ψ(w) = 6, 3,5, 1,4, 2. We verify that
Majw = 1+3+4+6 = 14. Moreover Ψ(w) has 11 inversions and # I = 3,
so that InvΨ(w) = 11 + 3 = 14.

21. Eulerian Calculus; the analytic choice

When the symmetric groupSn is regarded as a Coxeter group generated
by the transpositions (i, i + 1) (1 ≤ i ≤ n − 1), the length lCox(σ) of a
permutation σ is simply the number of inversions inv σ. As recalled in
the previous subsection 20.3, the generating function for the bi-statistic
(1+des, lCox) = (1+des, inv) on the symmetric groups An = Sn has been
derived by taking a suitable q-analog of the generating function for the
single statistic “des.”

As we already have an expression for the generating function for “des”
on the groups Bn, namely (20.4), the natural question arises: can we find
an analogous approach to obtain the generating function for (des, lCox) on
the groups Bn? The answer is yes (see Exercise 30), but the formula we
can derive does not fit any longer in the set-up of the q-series; its analytic
manipulation is cumbersome.

Accordingly, if we wish to remain in the algebra of the q-series and
obtain the desired extension for the signed permutations, identity (20.2)
must play the role played by identity (20.1) for the plain permutations.
In the first place it is necessary to find a q-analog for (20.2), with an
interesting combinatorial interpretation.

We definitely adopt that approach of analytical nature. The statistic
“inv” for the signed permutations will directly come out of that interpre-
tation.

21.1. Inversions for signed permutations. A good choice for a q-
analog of formula (20.2) is to replace the product of the two exponentials
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in the denominator by a product of two q-exponentials (and not by
eq((t − 1)(X + Y )) that would give a q-expansion with some negative
terms.) In the q-series expansion

(21.1)
(1− t) eq((t− 1)X)

−t+ eq((t− 1)X) eq((t− 1)Y )
=

∑
n≥0

1

(q; q)n
Bn(X,Y, t, q)

the coefficients Bn(X,Y, t, q) are polynomials with nonnegative integral
coefficients. One of the consequences of the main result proved in this
section is to show that each Bn(X,Y, t, q) is the generating polynomial for
the signed permutations of order n by a bi-statistic “(des, coinv)”:

(21.2) Bn(X,Y, t, q) =
∑
(σ,ε)

Xℓ(ε|x)Y ℓ(ε|y)tdes(σ,ε)qcoinv(σ,ε).

Of course, “des(σ, ε)” is the number of descents, as was defined in
subsection 20.2; and “coinv(σ, ε)” is the number of co-inversions in the
signed permutation, defined as follows.

A pair of integers (i, j) is said to be an inversion (resp. a co-inversion) of
the signed permutation (σ, ε) of order n, if one of the following conditions
is verified

(i) ε(i) = ε(j), i < j; and σ(i) > σ(j) (resp. σ(i) < σ(j));
(ii) ε(i) = y, ε(j) = x and σ(i) > σ(j).

Let inv(σ, ε) (resp. coinv(σ, ε)) denote the number of inversions (resp. the
number of co-inversions) of (σ, ε).

Take up again the example of section 20.2. We have:

inv

(
6 7 2 4 3 1 8 5 9
x y y y x x y x x

)
= 4 + 2 + 11 = 17 ;

coinv

(
6 7 2 4 3 1 8 5 9
x y y y x x y x x

)
= 6 + 4 + 11 = 21.

The first values of the polynomials Bn(X,Y, t, q), i.e., the generating
polynomials for the signed permutations by the pair (des, coinv), are shown
in Table 21.1.
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B1 = tX + Y ; B2 = t(t+ q)X2 + 2t(1 + q)XY + (t+ q)Y 2;

B3 = (2tq + 2tq2 + t2 + q3)Y 3 + t(1 + q + q2)(3q + 2t+ 1)XY 2

+ t(1 + q + q2)(2q + tq + 3t)X2Y + t(2tq + 2tq2 + t2 + q3)X3.

Table 21.1 (distribution of (des, coinv))

Another consequence of our main result is to show that if in (21.1)
each q-exponential eq(u) is replaced by the second Q-exponential EQ(u),
the polynomials Bn(X,Y, t,Q) on the right-hand side are the generating
polynomials for the signed permutations by the pair (des, inv). The first
values of those polynomials are shown in Table 21.2.

B1 = Y + tX; B2 = (1 + tQ)Y 2 + 2t(1 +Q)XY + t(1 + tQ)X2;

B3 = (1 + 2tQ+ 2tQ2 + t2Q3)Y 3 + t(1 +Q+Q2)(3 +Q+ 2tQ)XY 2

+ t(1 +Q+Q2)(3 +Q+ 2tQ)X2Y + t(1 + 2tQ+ 2tQ2 + t2Q3)X3.

Table 21.2 (distribution of (des, inv))

When restricted to the elements of Sn, the statistic “inv” for Bn is
nothing but the usual number of inversions for the permutations. Likewise,
formula (21.1) with X = 0 specializes into the analog of (10.12) for eq.

Thus, (21.1) with its combinatorial interpretation (21.2) is our q-
extension of (20.4). In our diagram of Fig. 20.1 that extension sits on
vertex (sgn, q, ·).

21.2. Basic Bessel Functions. The next step is to study the expansion
of (21.1), when the q-exponentials are replaced by q-analogs of Bessel
functions. Formally, the left-hand side of (21.1) is to be replaced by the
fraction

(21.3)
(1− t)J((1− t)X;Q,q)

−t+ J((1− t)X;Q,q)J((1− t)Y ;Q,q)
,

where J is a basic Bessel function defined below. Our problem will be
to study the expansion of that fraction in the algebra of series in one or
several bases.

Let L, l be two fixed nonnegative integers and Q = (Q1, Q2, . . . , QL),
q = (q1, q2, . . . , ql) two sequences of variables. Define

Q(n2) := Q
(n2)
1 . . . Q

(n2)
L ,

(Q;Q)n := (Q1;Q1)n . . . (QL;QL)n,

(q;q)n := (q1; q1)n . . . (ql; ql)n.

110



21. EULERIAN CALCULUS; THE ANALYTIC CHOICE

Using the H-notation for the Hadamard product of two series, that is,(∑
n≥0

αnu
n
)
H

(∑
n≥0

βnu
n
)
=

∑
n≥0

(αnβn)u
n,

we define the several-basis Bessel function by

(21.4) J(u;Q,q) :=
(∑
n≥0

(−u)n
)
HEQ1(u)HEQ2(u)H · · ·

H eq1(u)H eq2(u)H · · ·
We can also write:

(21.5) J(u;Q,q) :=
∑
n≥0

(−1)n Q(n2)

(Q;Q)n

1

(q;q)n
un.

If L = l = 1, then

J(u;Q, q) =
∑
n≥0

(−1)n Q(n2)

(Q;Q)n

1

(q; q)n
un.

Finally, for L = 0 and l = 1, we regain the q-exponential

J(u; -, q) =
∑
n≥0

(−1)n 1

(q; q)n
un = eq(−u),

and for L = 1 and l = 0, the Q-exponential

J(u;Q, -) =
∑
n≥0

(−1)n Q(n2)

(Q;Q)n
un = EQ(−u).

The coefficients in the series expansion of the fraction (21.3) will be
shown to be polynomials with positive integral coefficients. They actually
are generating polynomials for combinatorial objects, called signed mul-
tipermutations by a multivariable statistic that includes a single statistic
referred to as the number of descents.

Definition. Each triple (Σ, σ, ε) is called a signed multipermutation of
order n if Σ = (Σ1, . . . ,ΣL) and σ = (σ1, . . . , σl) are two sequences of L
and l permutations or order n, respectively, and if ε is an xy-word of
length n.

Definition. Each integer i is said to be a descent of the signed multi-
permutation (Σ, σ, ε), if one of the following three conditions is satisfied:

(i) i = n and ε(n) = x;
(ii) 1 ≤ i ≤ n− 1, ε(i) = x, ε(i+ 1) = y;
(iii) 1 ≤ i ≤ n − 1, ε(i) = ε(i + 1) and Σ1(i) > Σ1(i + 1), . . . ,

ΣL(i) > ΣL(i+ 1), and also σ1(i) > σ1(i+ 1), . . . , σl(i) > σl(i+ 1);
Let ddes(Σ, σ, ε) denote the number of descents of (Σ, σ, ε).
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The inversion and co-inversion numbers “inv” and “coinv” of a signed
permutation (σ, ε) have been defined in § 21.1. With a signed multipermu-
tation (Σ, σ, ε) we further use the notations:

Qinv(Σ,ε) = Q
inv(Σ1,ε)
1 · · · Qinv(ΣL,ε)

L ;

qcoinv(σ,ε) = q
coinv(σ1,ε)
1 · · · qcoinv(σl,ε)

l .

Let (σ, ε) be a signed permutation, where σ ∈ Sn and ε = ε(1) . . . ε(n)
is an xy-word. Recall that the word σε|x (resp. σε|y) is defined to be the
subword of σ(1) . . . σ(n) made of all letters σ(i) such that ε(i) = x (resp.
ε(i) = y). Introduce the number of inversions “inv(σε|y, σε|x)” between the
words σε|y and σε|x by

inv(σε|y, σε|x) = #{(i, j) : ε(i) = y, ε(j) = x, σ(i) > σ(j)}.

Another way of defining the statistics “inv” and “coinv” is then to let

inv(σ, ε) = inv σε|x + inv σε|y + inv(σε|y, σε|x) ;

coinv(σ, ε) = coinv σε|x + coinv σε|x + inv(σε|y, σε|x).

Definition. Suppose that ε has α letters equal to x and β letters equal
to y (α+β = n). We say that the permutation σ is compatible with ε (also
that the signed permutation (σ, ε) is compatible), if inv(σε|y, σε|x) = 0, or,
in an equivalent manner, if the subword σε|y is a rearrangement of the
word 12 . . . β (and then σε|x is a rearrangement of (β + 1)(β + 2) . . . n (of
length α)).

A signed multipermutation (Σ, σ, ε) such that Σ = (Σ1, . . . ,ΣL) and
σ = (σ1, . . . , σl) is said to be compatible, if the permutations Σ1, . . . , ΣL,
σ1, . . . , σl are all compatible with ε.

Let

(21.6) Bα,β(t,Q,q) :=
∑

(Σ,σ,ε) (comp.)
ℓ(ε|x)=α, ℓ(ε|y)=β

tddes(Σ,σ,ε)Qinv(Σ,ε)qcoinv(σ,ε)

be the generating polynomial for the compatible signed multipermutations
(Σ, σ, ε) such that ε contains α letters equal to x and β letters equal to y,
by the statistic (ddes, inv, coinv). Also let

(21.7) Bn(X,Y, t,Q,q)

:=
∑

(Σ,σ,ε)

Xℓ(ε|x)Y ℓ(ε|y)tddes(Σ,σ,ε)Qinv(Σ,ε)qcoinv(σ,ε),

the sum being over all signed multipermutations of length n.
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Proposition 21.1. We have the identity

(21.8) Bn(X,Y, t,Q,q) =
∑

α+β=n

[
n

α

]
Q

[
n

α

]
q

Xα Y β Bα,β(t,Q,q)

Proof. To avoid cumbersome notations assume that L = l = 1. Let
(Σ, σ, ε) be a signed bipermutation of length n such that ℓ(ε|x) = α. Let I
denote the set of the α letters of the word σε|x. There exists a unique
increasing bijection fΣ (resp. fσ) mapping the set Σ(I) (resp. σ(I)) onto
the interval [n−α+1, n] and the set Σ([n ] \ I) (resp. σ([n] \ I)) onto the
interval [1, n−α]. The triple (fΣ ◦Σ, fσ ◦σ, ε) is then a compatible signed
permutation. The mapping (Σ, σ, ε) 7→ (fΣ ◦ Σ, fσ ◦ σ, ε) is surjective.
Moreover, if (Σ0, σ0, ε) is compatible, the number of preimages (Σ, σ, ε)
mapped over (Σ0, σ0, ε) by that surjection is equal to

(
n
α

)(
n
α

)
.

If (Σ0, σ0, ε) is compatible and if (fΣ ◦ Σ, fσ ◦ σ, ε) = (Σ0, σ0, ε), then

ddes (Σ, σ, ε) = ddes (Σ0, σ0, ε);

inv (σ, ε) = inv (σ0, ε) + inv(σε|y, σε|x);

coinv (σ, ε) = coinv (σ0, ε) + inv(σε|y, σε|x),

since fΣ and fσ are increasing mappings.
Therefore, the sum

∑
(Σ,σ,ε)

Qinv(Σ,ε) qcoinv(σ,ε) over all triples (Σ, σ, ε)

such that (fΣ ◦ Σ, fσ ◦ σ, ε) = (Σ0, σ0, ε), is equal to

Qinv(Σ0,ε) qcoinv(σ0,ε)
∑

(Σ,σ,ε)

Qinv(Σε|y,Σε|x) qinv(σε|y,σε|x)

= Qinv(Σ0,ε) qcoinv(σ0,ε)

[
n

α

]
Q

[
n

α

]
q

.

Hence,

Bn(X,Y, t,Q, q)

=
∑

α+β=n

XαY β
∑

(Σ0,σ0,ε) (comp.)
ℓ(ε|x)=α

tddes(Σ0,σ0,ε)
∑

(Σ,σ,ε)
(fΣ◦Σ,fσ◦σ,ε)=(Σ0,σ0,ε)

Qinv(Σ,ε)qcoinv(σ,ε)

=
∑

0≤α≤n

XαY n−α
[
n

α

]
Q

[
n

α

]
q

Bα,β(t,Q, q).

The main result of this section that will be proved in the next subsection
is the following theorem.
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Theorem 21.2. The following identities hold:

(21.9)
(1− t)J((1− t)X;Q,q)

−t+ J((1− t)X;Q,q)J((1− t)Y ;Q,q)

=
∑
n≥0

1

(Q;Q)n(q;q)n
Bn(X,Y, t,Q,q)

=
∑
α,β≥0

XαY β

(Q;Q)α(q;q)α(Q;Q)β(q;q)β
Bα,β(t,Q,q).

The list of the first values of the polynomials Bα,β(t,Q, q) is shown
in Table 21.3. Remember that to obtain the polynomials Bn(X,Y, t,Q, q)
(for L = l = 1) identity (21.8) is to be used.

B0,1 = 1; B1,0 = t;

B0,2 = Qq + q + tQ+ 1; B1,1 = 2 t; B2,0 = t(Qq + q + tQ+ 1);

B0,3 = 2Qq + 2Q2q + 2 q + 2Q3tq + 2Q3tq2 + 2Q2q3 + 2 q2

+ q3 + 1 + 2Qq3 + 2 tQq + 2 tQ2q + 2 q2tQ+ 2 q2tQ2

+ 2Qq2 +Q3t2 + 2 tQ+ 2 tQ2 + 2Q2q2 +Q3q3

B1,2 = t(3Qq + 3 q + 2 tQ+Q+ 3)

B2,1 = t(2Qq + tQq + 2 q + tq + 3 tQ+ 2 + t)

B3,0 = tB0,3

Table 21.3 (distribution of (ddes, inv, coinv)
over the compatible signed bipermutations)

The list of the first values of the polynomials Bn(X,Y, t,Q, q) (for
L = l = 1) is shown in Table 21.3. If in Table 21.3 we let q = 0 (resp.
Q = 0), we recover Table 21.1 (resp. Table 21.2). On the other hand, the
table contains the first values of the Gaussian polynomials 1+Q, 1+Q+Q2

and 1 + q, 1 + q+Q2. That occurrence will be fully explained in the next
subsection.

Back to the diagram in Fig. 20.1 we see that Theorem 21.2 refers to
extension (sgn, q, J) and the distribution of (ddes, inv, coinv) on signed
multipermutations. When X = 0 in (21.9), we go from signed multipermu-
tations to the multipermutations themselves. This corresponds to vertex
(·, q, J). For L = 0, l = 1 we have the specialization (sgn, q, ·), corre-
sponding to identity (21.1) with a combinatorial interpretation in terms
of number of descents and co-inversions. Finally, vertex (sgn, ·, J) may be
regarded as the specialization with all the variables Qi and qi equal to 1.
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Theorem 21.2 provides a combinatorial interpretation in terms of signed
multipermutations counted only by their numbers of descents.

21.3. The iterative method. To prove Theorem 21.2 we proceed as
follows. Let (Q)n := (Q;Q)n, (q)n := (q; q)n and again assume that
L = l = 1. Identity (21.9) (in its second form) may be rewritten

(
1−

∑
i+j≥1

(t− 1)i+j−1Q(i2)+(
j
2)XiY j

(Q)i (q)i (Q)j (q)j

)−1
J((1− t)X;Q, q)

=
∑
α,β≥0

XαY β

(Q)α (q)α(Q)β (q)β
Bα,β(t,Q, q),

an identity of the form (1−R)−1S = T . Express it in the form S = (1−R)T
and look for the coefficients of XαY β on both sides. Then the identity is
equivalent to the set of the two recurrence formulas

(21.10) Bn,0 = Q(n2)(t− 1)n +
∑

1≤i≤n

[
n

i

]
Q

[
n

i

]
q

(t− 1)i−1Q(i2)Bn−i,0;

(21.11)Bα,β =
∑

0≤i≤α
0≤j≤β
i+j≥1

[
α

i

]
Q

[
α

i

]
q

[
β

j

]
Q

[
β

j

]
q

(t−1)i+j−1Q(i2)+(
j
2)Bα−i,β−j ;

with n ≥ 1, α+ β ≥ 1 and B0,0 = 1.
First, if (Σ, σ, ε) is a signed bipermutation such that ε contains α let-

ters x and β letters y, both signed permutations (Σ, ε), (σ, ε) are permu-
tations of the biletters (1, y) . . . (β, y)(1+β, x) . . . (α+β, x). Consequently,
the left factor (Σ(1), σ(1), ε(1)) . . . (Σ(k), σ(k), ε(k)) (1 ≤ k ≤ α + β) of
(Σ, σ, ε) is decreasing, if we have Σ(1) > · · · > Σ(k) and σ(1) > · · · > σ(k).
Each compatible signed bipermutation [in short, c.s.b.] has a longest de-
creasing left factor [in short, l.d.l.f.] of length at least equal to 1. Each
letter (Σ(i), σ(i), ε(i)) of the signed bipermutation (Σ, σ, ε) is said to be
large (resp. small), if ε(i) = x (resp. ε(i) = y).

In the sequel the c.s.b. are supposed to have α large letters and β small
letters. Let F (i, j) denote the generating function for those c.s.b., whose
l.d.l.f. is of length (i+ j) and start with i large letters followed by j small
letters (0 ≤ i ≤ α, 0 ≤ j ≤ β, i + j ≥ 1). Let G(≥ i,≥ 0,≥ k) (resp.
G(= i,≥ j,≥ k)) designate the generating function for those c.s.b., whose
l.d.l.f. is of length at least equal to k and start with at least i large letters
(resp.and start with i large letters followed by at least j small letters). Let

ui,j =

[
α

i

]
Q

[
α

i

]
q

[
β

j

]
Q

[
β

j

]
q

Q(i2)+(
j
2)Bα−i,β−j ,
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so that (21.10) and (21.11) can be rewritten as

Bα,0 = Q(α2)(t− 1)α +
∑

1≤i≤α

ui,0(t− 1)i−1 (β = 0);(21.12)

Bα,β =
∑

0≤i≤α
0≤j≤β
i+j≥1

ui,j(t− 1)i+j−1 (β ≥ 1).(21.13)

Lemma 21.3. The following identities hold:

ti ui,0 = t F (i, 0) +G(≥ i,≥ 0,≥ i+ 1);(21.14)

ti+j ui,j = t F (i, j) +G(= i,≥ j + 1,≥ i+ j + 1), if j ≥ 1.(21.15)

Proof. The product ti ui,0 is the generating function for the c.s.b.
starting with a decreasing factor having i large letters, with the restriction
that the initial number of descents is counted i (instead of i − 1) when
the l.d.l.f. is exactly of length i. In that generating function are included,
besides the c.s.b. just described, the c.s.b. whose l.d.l.f. contains i large
letters and at least a small letter, plus all the c.s.b. whose l.d.l.f. contains
at least i+ 1 large letters and no small letter. This proves (21.14).

When j ≥ 1, the product ti+j ui,j is the generating function for the
c.s.b. starting with a decreasing factor having i large letters and at least j
small letters, still with the restriction that the intial number of descents
is counted i + j (instead of i + j − 1) when the l.d.l.f. is of length i + j.
Beside those c.s.b. the generating function involves all the c.s.b. whose
l.d.l.f. contains i large letters and at least j + 1 small letters.

As F (i, 0) = G(≥ i,≥ 0,≥ i) − G(≥ i,≥ 0,≥ i+ 1), it follows from
(21.14) that

(21.16) G(≥ i,≥ 0,≥ i) = ti−1 ui,0 +
t− 1

t
G(≥ i,≥ 0,≥ i+ 1);

it also follows from (21.15), when j ≥ 1, that

(21.17) G(= i,≥j,≥ i+ j) = ti+j−1ui,j +
t− 1

t
G(= i,≥j + 1,≥ i+ j + 1).

Moreover, we have the identity:

(21.18) G(≥ i,≥ 0,≥ i+ 1) = G(= i,≥ 1,≥ i+ 1)

+G(≥ i+ 1,≥ 0,≥ i+ 1).
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22. EULERIAN CALCULUS; FINITE ANALOGS OF BESSEL FUNCTIONS

Since Bα,β is equal to G(≥ 1,≥ 0,≥ 1) +G(= 0,≥ 1,≥ 1), those three
formulas furnish the calculation for Bα,β as we now see. By iteration,

Bα,β = u1,0 + (t− 1)u2,0 + · · ·+ (t− 1)α−2uα−1,0(21.19)

+
(t− 1)α−1

tα−1
G(≥ α,≥ 0,≥ α)

+
(t− 1)α−1

tα−1
G(= α− 1,≥ 1,≥ α)

+ · · ·+ (t− 1)

t
G(= 1,≥ 1,≥ 2) +G(= 0,≥ 1,≥ 1).

If β = 0, we have G(≥ α,≥ 0,≥ α) = G(= α,= 0,= α) = F (α, 0) =

tαQ(α2) and all quantities of the form G(= i,≥ 1,≥ i+ 1) are null. As

uα,0 = Q(α2), we get

Bα,0 = u1,0 + (t− 1)u2,0 + · · ·+ (t− 1)α−2uα−1,0 + t(t− 1)α−1Q(α2)

= u1,0 + (t− 1)u2,0 + · · ·+ (t− 1)α−2uα−1,0 + (t− 1)α−1uα,0

+ (t− 1)αQ(α2),

which is nothing but formula (21.12) to be proved.
When β ≥ 1, we can pursue the iteration in (21.19) and because

G(≥ α+ 1,≥ 0,≥ α+ 1) = 0 obtain

Bα,β = u1,0 + (t− 1)u2,0 + · · ·+ (t− 1)α−1uα,0

+
(t− 1)α

tα
G(= α,≥ 1,= α+ 1)

+ · · ·+ (t− 1)

t
G(= 1,≥ 1,≥ 2) +G(= 0,≥ 1,≥ 1).

Then each expression G(= i,≥ 1,≥ i+ 1) is iterated by making use of the
relations G(= i,≥ β + 1,≥ i+ β + 1) = 0 (0 ≤ i ≤ α). We then obtain
(21.13).

22. Eulerian Calculus; finite analogs of Bessel functions

Looking back on the diagram in Fig. 20.1 there remains to show how
a further extension of Theorem 21.1 can be made and what meaning be
given to the top level of the diagram, especially to vertex (sgn, q, Jk). As
was shown in the previous section, the letter “J” without subscript refers
to the basic Bessel function. The subscript “k” will refer to a finite analog
of that function, that is now introduced.
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Rewrite the two identities of Proposition 4.1 as:[
n+ k

n

]
q

=
∑

0≤b1≤···≤bn<k+1

qtot b,(22.1)

Q(n2)
[
K + 1

n

]
Q

=
∑

0≤B1<···<Bn<K+1

QtotB .(22.2)

They hold for all integers k ≥ 0 and K ≥ 0. On the other hand, as we
have (see (6.1))

1

(q; q)n
=

∑
0≤b1≤···≤bn

qtot b,(22.3)

Q(n2)

(Q;Q)n
=

∑
0≤B1<···<Bn

QtotB ,(22.4)

we can let [
n+∞
n

]
q

:=
1

(q; q)n
,(22.5)

Q(n2)
[
∞+ 1

n

]
Q

:=
Q(n2)

(Q;Q)n
,(22.6)

so that (22.1) and (22.2) are valid for all k and K finite or infinite.
Let ekq (u) and EKQ (u) denote the generating functions for (22.1) and

(22.2), i.e.,

ekq (u) =
∑
n≥0

[
n+ k

n

]
q

un, still equal to
1

(u; q)k+1
,(22.7)

EKQ (u) =
∑
n≥0

Q(n2)
[
K + 1

n

]
Q

un.(22.8)

In particular, the two q-exponentials may rewrite as

eq(u) = e∞q (u) =
∑
n≥0

1

(q; q)n
un,

EQ(u) = E∞Q (u) =
∑
n≥0

Q(n2)

(Q;Q)n
un.
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Let K, k be two fixed nonnegative integers. Using the Hadamard
product (see (21.4)) we define the K, k-finite analog basic Bessel function
JKk (u;Q, q) by

JKk (u;Q, q) :=
(∑
n≥0

(−u)n
)
HEKQ (u)H ekq (u);(22.9)

or, in an equivalent manner, by

JKk (u;Q, q) :=
∑
n≥0

(−1)nQ(n2)
[
K + 1

n

]
Q

[
n+ k

n

]
q

un.(22.10)

When K and k are infinite, then

J∞∞(u;Q, q) = J(u;Q, q) =
∑
n≥0

(−1)n Q(n2)

(Q,Q)n

1

(q; q)n
un,(22.11)

which is the basic Bessel function defined and used in the previous section.
We could take the Hadamard product of more than two Bessel functions;
our results would still be valid, but awkward to state and handle.

Following the same pattern as in the previous two sections consider the
fraction

(22.12) F = F
(
K,M
k,m

)
:=

(1− t)JKk ((1− t)X;P, p)

−t+ JKk ((1− t)X;P, p)JMm ((1− t)Y ;Q, q)

and expand it first as a generating function for signed biwords, then for
signed bipermutations. Notice that the above fraction involves two Bessel
functions JKk ((1− t)X;P, p) and JMm ((1− t)Y ;Q, q).

22.1. Signed biwords. The next step is to express F as a homomorphic
image of a generating function for the so-called signed biwords. We just
make use of the combinatorial expressions given in (22.1) and (22.2). Let
x, X, y, Y , P , p, Q, q designate independent variables and K, k, M , m
four fixed nonnegative integers. Consider the alphabet A = A

(
K,M
k,m

)
whose

elements are the triletters

(
C
c
z

)
, where z = x or y, and C, c are integers

such that {
0 ≤ C ≤ K, 0 ≤ c ≤ k, if z = x;
0 ≤ C ≤M, 0 ≤ c ≤ m, if z = y.

Let Φ(·) = Φ(·;P, p,Q, q,X, Y ) be the map that sends each triletter

(
C
c
z

)
onto

Φ(

(
C
c
z

)
) =

{
PCpcX, if z = x;
QCqcY, if z = y.
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Next, form the free monoid A∗ generated by A. It consists of all the
three-row matrices, called signed biwords,

(22.13) w =

Bb
ε

 =

B(1)B(2) . . . B(n)
b(1) b(2) . . . b(n)
ε(1) ε(2) . . . ε(n)


The length of w is n and denoted by ℓ(w). The signed biword of length 0
is the empty word, denoted by e. When ε = xn (resp. ε = yn) and also
when B(1) < B(2) < · · · < B(n) and b(1) ≤ b(2) ≤ · · · ≤ b(n), we say
that the signed word w is nondecreasing. Let NDx (resp. NDy) be the set
of all nondecreasing signed biwords, whose bottom row has only x’s (resp.
only y’s). The set of the juxtaposition products w′w′′, where w′ ∈ NDx
and w′′ ∈ NDy, is denoted by NDxNDy.

By defining Φ(w) as the product of the images under Φ of the triletters
of w, we extend Φ, by linearity, to a homomorphism of A∗ into the ring of
polynomials in the variables P , p, X, Q, q, Y .

Proposition 22.1. Let

G :=
(
1−

∑
w

(t− 1)ℓ(w)−1 (w)
)−1(∑

w′

(t− 1)ℓ(w
′)w′

)
,

where w runs over NDxNDy \ {e} and w′ over NDx. Then

F = Φ(G).

Proof. It follows from (22.1) and (22.2) that

J(X) := JKk ((1− t)X;P, p) =
∑
w

(t− 1)ℓ(w)Φ(w) (w ∈ NDx);

J(Y ) := JMm ((1− t)Y ;Q, q) =
∑
w

(t− 1)ℓ(w)Φ(w) (w ∈ NDy);

J(X)J(Y ) =
∑
w

(t− 1)ℓ(w)Φ(w) (w ∈ NDxNDy).

Hence, with w running over NDxNDy,

1− t
−t+ J(X)J(Y )

=
1− t

−t+
∑
w
(t− 1)ℓ(w) Φ(w)

=
(
1−

∑
w ̸=e

(t− 1)ℓ(w)−1 Φ(w)
)−1

.

We obtain the desired identity by multiplying by J(X) on the right.
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Definition. Let w be a signed biword, as in (22.13), and i an integer.
We say that i is a rise for w, if one of the following three conditions holds:

(i) i = n and ε(n) = x;
(ii) 1 ≤ i ≤ n− 1, ε(i) = x, ε(i+ 1) = y;
(iii) 1 ≤ i ≤ n− 1, ε(i) = ε(i+ 1), B(i) < B(i+ 1) and b(i) ≤ b(i+ 1).

The number of rises of the signed biword w is denoted by risew.

Proposition 22.2. The following identity holds:

G =
∑
w

trisew w(22.14)

and consequently

F =
∑
w

trisew Φ(w),(22.15)

where w runs over all signed biwords in A∗.

To prove Proposition 22.2 we make use of a classical inversion formula
that is stated and proved in various contexts. Let X∗ be the free monoid
generated by a set X and form the large algebra of X∗ over a ring Ω of
polynomials. The elements of that algebra are the formal sums

∑
c(w)w,

where w runs over X∗ and c(w) belongs to Ω. Let a : X2 → Ω be a given
mapping that we extend to a mapping a : X∗ → Ω by sending each word
w = x1x2 . . . xn ∈ X∗ to

a(w) =

{
a(x1, x2) . . . a(xn−1, xn), if n ≥ 2;
1, if n = 0 or 1.

Next define:

a(w) :=

{
(a(x1, x2)− 1) . . . (a(xn−1, xn)− 1), if n ≥ 2;
1, if n = 0 or 1.

Further, let U , V be two nonempty subsets of the alphabet X. The
expressions U+ and U∗V stand for the sets of all nonempty words w =
x1x2 . . . xn all letters of which are in U (resp. whose rightmost letter xn
is in V and other letters are in U).

Lemma 22.3. In the large algebra of X∗ we have the identity:

(22.16)
∑

w∈U∗V

a(w)w =
(
1−

∑
w∈U+

a(w)w
)−1
×

∑
w∈U∗V

a(w)w.

Proof. Multiply each side by (1−
∑

w∈U+

a(w)w) on the left and verify

that the coefficients of each word w on both sides are the same.
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In formula (22.16) take the following ingredients: first, X := A ∪ {∞},
where “∞” is the triletter (∞,∞,∞) (writing the triletter horizontally
for typographical reasons). Let u = (C, c, z) and u′ = (C ′, c′, z′) be two
triletters belonging to X.

For “a” take the mapping:

a(u, u′) =


t, if z = x and z′ =∞;
t, if z = x and z′ = y;
t, if z = z′ and C < C ′ and c ≤ c′;
1, otherwise.

For V take the singleton {∞} and for U the alphabet A. Formula (22.16)
is rewritten, after simplification on the right by ∞, as

(22.17)
∑
w∈A∗

a(w∞)w =
(
1−

∑
w∈A∗\{e}

a(w)w
)−1
×

∑
w∈A∗

a(w∞) (w).

Let w = u(1)u(2) . . . u(n) be a signed biword of length n, written as a word
with n triletters. Let u(n+1) :=∞. Then, the statistic rise(w) can also be
expressed as:

(22.18) rise(w) =
∑

1≤i≤n

χ
(
a(u(i) u(i+1)) = t

)
.

For every signed biword w we then have:

a(w∞) = trisew,

a(w) =

 (t− 1)ℓ(w)−1, if w ∈ NDxNDy and ℓ(w) ≥ 2;
1, if ℓ(w) = 0 or 1;
0, otherwise;

a(w∞) =

 (t− 1)ℓ(w), if w ∈ NDx and ℓ(w) ≥ 1;
1, if ℓ(w) = 0;
0, otherwise.

With those ingredients the left-hand side of identity (22.17) is equal to∑
w∈A∗

trisew w and the right-hand side is the expression found for G in

Proposition 22.1.

22.2. Signed bipermutations. Although Proposition 22.2 provides an
expression for the fraction F in terms of biwords and involves one statistic,
namely the number of rises, the combinatorial objects are still rudimen-
tary. To obtain an expression in terms of combinatorial objects having a
richer geometry, such as permutations or signed permutations, it is nec-
essary to imagine a further correspondence. This is the purpose of this
subsection and the next one.
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The definition of a signed multipermutation (Σ, σ, ε) was given in § 21.2.
When Σ (resp. σ) consists of a single permutation Σ (resp. σ), we speak
of a signed bipermutation (Σ, σ, ε), as in the present subsection. With such
a signed bipermutation we associate the subset Iε|x := {i1, . . . , iℓ(ε|x)}
(resp. Iε|y := {j1, . . . , jℓ(ε|y)}) of all the integers i such that ε(i) = x (resp.
ε(i) = y).

Suppose that (Σ, σ, ε) is compatible in the sense of Proposition 21.2 and
consider the restriction of the bijection i 7→ Σ(i) to Iε|y (resp. to Iε|x); it
is a bijection, denoted by Σε|y, of Iε|y onto the interval [1, ℓ(ε|y)] (resp. a
bijection Σε|x of Iε|x onto the interval [ℓ(ε|y)+1, n]). In the same manner,
two restrictions of σ are considered: σε|y of Iε|y onto [1, ℓ(ε|y)] and σε|x of
Iε|x onto [ℓ(ε|y) + 1, n].

For instance,

(22.19)
Σ =
σ =
ε =


12 3 4 5 6 789
75 3 4 2 1 896
67 2 4 3 1 589
xx y y y y x x x

 .

is a compatible signed bipermutation of order n = 9. Also Iε|x =
{1,2,7,8,9}, Iε|y = {3, 4, 5, 6}.

The restrictions Σε|x, Σε|y σε|x σε|y, written as two-row matrices,
together with their inverses read:

Σε|x=

(
12789
75896

)
, Σε|y=

(
3 4 5 6
3 4 2 1

)
, σε|x=

(
12789
67589

)
, σε|y=

(
3 4 5 6
2 4 3 1

)
,

Σ−1ε|x=

(
56789
29178

)
, Σ−1ε|y=

(
1 2 3 4
6 5 3 4

)
, σ−1ε|x=

(
56789
71289

)
, σ−1ε|y=

(
1 2 3 4
6 3 5 4

)
.

We do not repeat the definitions of “des” and “maj” for permutations,
but introduce the definition of “rise” and “rmaj” (referring to the “rises”
and no longer to the “descents”). If ρ is a permutation, written as a linear
word ρ = ρ(1)ρ(2) . . . ρ(n). Then, define

rise ρ :=
∑

1≤i≤n−1

χ(ρ(i) < ρ(i+ 1));

rmaj ρ :=
∑

1≤i≤n−1

i χ(ρ(i) < ρ(i+ 1)).

The statistics “des” and “maj” will be determined for Σ−1ε|x, σ
−1
ε|y and the

statistics “rise” and “rmaj” for σ−1ε|x, σ
−1
ε|y , by means of word codes, as it was

done in § 12.2 for the application of the MacMahon Verfahren. To avoid
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cumbersome notations suppose that those four bijections are identified
with the bottom rows of their defining two-row matrices, respectively
denoted by Sx := Sx(1) . . . Sx(ℓ(ε|x)), Sy := Sy(1) . . . Sx(ℓ(ε|y)), sx :=
sx(1) . . . sx(ℓ(ε|x)), sy := sy(1) . . . sy(ℓ(ε|y)).

For each i = 1, . . . , ℓ(ε|x) let Zx(i) be the number of j such that
i ≤ j ≤ ℓ(ε|x) − 1 and Sx(j) > Sx(j + 1), that is, to the number of
descents to the right of Sx(i) and form the word Zx := Zx(1) . . . Z(ℓ(ε|x)).
Define Zy in the same way, replacing “x” by “y”.

For sx and sy the word “descent” is to be replaced by “rise.” For each
i = 1, . . . , ℓ(ε|x) let zx(i) be the number of j such that i ≤ j ≤ ℓ(ε|x)− 1
and sx(j) < sx(j + 1) and form the word zx := zx(1) . . . z(ℓ(ε|x)). Define
zy in the same way, replacing “x” by “y”.

With the above example we get

Sx =
Zx =

(
29178
11000

)
,
Sy =
Zy =

(
6 5 3 4
2 1 0 0

)
,
sx =
zx =

(
71289
33210

)
,
sy =
zy =

(
6 3 5 4
1 1 0 0

)
.

Proposition 22.4. We have:

desΣ−1ε|x = Zx(1); majΣ−1ε|x = totZx = Zx(1) + · · ·+ Zx(ℓ(ε|x));

desΣ−1ε|y = Zy(1); majΣ−1ε|y = totZy = Zy(1) + · · ·+ Zy(ℓ(ε|y));

riseσ−1ε|x = zx(1); rmajσ−1ε|x = tot zx = zx(1) + · · ·+ zx(ℓ(ε|x));

riseσ−1ε|y = zy(1); rmajσ−1ε|y = tot zy = zy(1) + · · ·+ zy(ℓ(ε|y)).

Proof. With the words Zx, Zy, zx and zy we have another way of
counting descents and rises.

To further simplify the notations the following shorthand will be used:

idesx Σ := desΣ−1ε|x; imajx Σ := majΣ−1ε|x;

idesy Σ := desΣ−1ε|y; imajy Σ := majΣ−1ε|y;

irisex σ := rise σ−1ε|x; irmajx σ := rmajσ−1ε|x;

irisey σ := rise σ−1ε|y ; irmajy σ := rmajσ−1ε|y .

With each compatible signed bipermutation (Σ, σ, ε) is associated the
eleven-variable monomial

(22.20) Ψ(Σ, σ, ε) := Xℓ(ε|x)Y ℓ(ε|y)tddes(Σ,σ,ε)

× U idesx ΣV idesy ΣP imajx ΣQimajy Σuirisex σvirisey σpirmajx σqirmajy σ.
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Our purpose is to work out the generating function for the polynomials

(22.21) Bα,β :=
∑

Ψ(Σ, σ, ε),

where the sum is over all compatible signed bipermutations (Σ, σ, ε) such
that ℓ(ε|x) = α and ℓ(ε|x) = β.

22.3. Signed biwords and compatible bipermutations. Using the nota-
tions of the previous subsection and Proposition 22.2, we prove the fol-
lowing theorem.

Theorem 22.5. The factorial generating function for the polynomials
Bα,β defined in (22.21) is given by

∑
(K,M

k,m )

UKVMukvm
(1− t)JKk ((1− t)X;P, p)

−t+ JKk ((1− t)X;P, p)JMm ((1− t)Y ;Q, q)

=
∑

α≥0, β≥0

eαP (U) eβQ(V ) eαp (u) e
β
q (v)Bα,β .

By (22.12) and (22.15) the left-hand side of the previous identity is
equal to∑
(K,M

k,m )

RKSMrksm F
(
K,M
k,m

)
=

∑
(K,M

k,m )

UKVMukvm
∑

w∈A(K,M
k,m )

∗

trisewΦ(w),

so that there remains to find an appropriate correspondence between
signed biwords and compatible signed bipermutations.

Again use the notation (22.13) for the signed biword w and still let
Iℓ(ε|x) (resp. Iℓ(ε|y)) be the set of all i such that ε(i) = x (resp. ε(i) = y).
Then let B|x := Bx(1) . . . Bx(ℓ(ε|x)) (resp. B|y := By(1) . . . By(ℓ(ε|y)))
be the nonincreasing rearrangement of all letters B(i) such that i ∈
Iℓ(ε|x) (resp. i ∈ Iℓ(ε|y)). Let b|x := bx(1) . . . bx(ℓ(ε|x)) (resp. b|y :=
by(1) . . . by(ℓ(ε|y))) have analogous definitions when B is replaced by b.
Hence (see § 22.1) the image Φ(w) of the signed biword w reads:

(22.22) Φ(w) = P totB|xQtotB|yptot b|xqtot b|yXℓ(ε|x)Y ℓ(ε|y).

For example, let K = 8, M = 6, k = 9, m = 8 and consider the signed
biword w ∈ A

(
8,6
9,8

)
:

w =

Bb
ε

 =

4 7 1 0 4 6 3 3 5
9 5 4 0 0 6 9 1 0
xx y y y y x xx
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Then B|x = 75 4 3 3, B|y = 64 1 0, b|x = 99 5 1 0, b|y = 64 0 0, ℓ(ε|x) = 5,
ℓ(ε|y) = 4, so that Φ(w) = P 22Q11p24q10X5Y 4. The rises of w are: 2
(because ε(2) = y, ε(3) = x), 4 and 5 (because ε(4) = ε(5) = ε(6) = y,
B(4) = 0 < B(5) = 4 < B(6) = 6, b(4) = 0 ≤ b(5) = 0 ≤ b(6) = 6) and
finally 9 (because n = 9 and ε(9) = x). Hence, risew = 4.

Definition of the mapping w = (B, b, ε) 7→ (Σ, σ, ε). First, the x, y-
word ε remains the same. If ε(i) = y let

(22.23) Σ(i) := |{j : 1 ≤ j ≤ n,B(j) > B(i), ε(j) = y}|
+ |{j : 1 ≤ j ≤ i, B(j) = B(i), ε(j) = y}|;

and if ε(i) = x let

(22.23′) Σ(i) := ℓ(ε|y) + |{j : 1 ≤ j ≤ n,B(j) > B(i), ε(j) = x}|
+ |{j : 1 ≤ i ≤ j, B(j) = B(i), ε(j) = x}|.

Next for each i = 1, 2, . . . , n and ε(i) = y let

(22.24) σ(i) := |{j : 1 ≤ j ≤ n, b(j) > b(i), ε(j) = y}|
+ |{j : i ≤ j ≤ n, b(j) = b(i), ε(j) = y}|.

When ε(i) = x, let

(22.24′) σ(i) := ℓ(ε|y) + |{j : 1 ≤ j ≤ n, b(j) > b(i), ε(j) = x}|
+ |{j : i ≤ j ≤ n, b(j) = b(i), ε(j) = x}|.

Notice that the only difference in the definitions of σ and Σ is the following:
if b(i) = b(j) (resp. B(i) = B(j)) and i < j, then σ(i) > σ(j) (resp.
Σ(i) < Σ(j)). Obviously, (Σ, σ, ε) is a compatible signed bipermutation.

For instance, to the above signed biword w = (B, b, ε) there corresponds
the compatible signed permutation displayed in (22.19). Let us materialize
the correspondence with the following matrix.

(22.25)

B =
b =
ε =
Σ =
σ =


12 3 4 5 6 789
47 1 0 4 6 335
95 4 0 0 6 910
xx y y y y x x x
75 3 4 2 1 896
67 2 4 3 1 589

 .

Once the signed bipermutation (Σ, σ, ε) has been obtained, we deter-
mine the words Sx, Zx, . . . and the statistics idesx, idesy, . . . , as they
were introduced in the previous subsection; also, we let

(22.26)
K ′ := K − idesx Σ; M ′ :=M − idesy Σ;

k′ := k − irisex σ; m′ := m− idesy σ;
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and define the words:

Λ := B|x− Zx, Θ := B|y − Zy, λ := b|x− zx, θ := b|y − zy,

where the difference is defined letter by letter. For instance,

Λ = Λ(1) · · ·Λ(ℓ(ε|x)) := (Bx(1)− Zx(1)) · · · (Bx(ℓ(ε|x))− Zx(ℓ(ε|x))).

Proposition 22.6. The integers K ′, M ′, k′, m′ are nonnegative. Fur-
thermore,

(i) K ′ ≥ Λ(1) ≥ · · · ≥ Λ(ℓ(ε|x)) ≥ 0; M ′ ≥ Θ(1) ≥ · · · ≥ Θ(ℓ(ε|y)) ≥ 0;

(ii) k′ ≥ λ(1) ≥ · · · ≥ λ(ℓ(ε|x)) ≥ 0; m′ ≥ θ(1) ≥ · · · ≥ θ(ℓ(ε|y)) ≥ 0;

(iii) totB|x = imajΣx + totΛ; totB|y = imajΣy + totΘ;

(iv) tot b|x = imajσx + totλ; tot b|y = imajσy + tot θ.

Also the rises of w and the descents of (Σ, σ, ε) coincide. In particular,

(v) risew = ddes(Σ, σ, ε).

Finally, the mapping((KM
km

)
, w

)
7→

((K ′M ′
k′m′

)
,Λ,Θ, λ, θ, (Σ, σ, ε)

)
is bijective.

With our running example, the correspondence between w and (Σ, σ, ε)
was shown in (22.25). Also K = 8; M = 6, k = 9, m = 8. The other
parameters are (see the first calculations just before Proposition 22.4):
K ′ = K − Zx(1) = 8 − 1 = 7, M ′ = M − Zy(1) = 6 − 2 = 4,
k′ = k − zx(1) = 9 − 3 = 6, m′ = m − zy(1) = 8 − 1 = 7. Finally,
Λ = B|x− Zx = 6 4 4 3 3, Θ = 4 3 1 0, λ = 6 6 3 0 0, θ = 53 0 0.

The proof of Proposition 22.6 follows the pattern derived earlier for the
MacMahon Verfahren.

The final calculation uses all those items, as well as identity (22.3):∑
(KM
k m),w

UKVMukvmtrisewΦ(w)

=
∑

(Σ,σ,ε)

Ψ(Σ, σ, ε)
∑

(K
′M′

k′ m′ )

UK
′
VM

′
uk

′
vm

′ ∑
(ΛΘ
λ θ)

P tot ΛQtotΘptotλqtot θ

=
∑

α≥0,β≥0

∑
ℓ(ε|x)=α
ℓ(ε|y)=β

∑
(Σ,σ,ε)

Ψ(Σ, σ, ε)eαP (U) eβQ(V ) eαp (u) e
β
q (v)

=
∑

α≥0,β≥0

eαP (U) eβQ(V ) eαp (u) e
β
q (v)Bα,β .
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22.4. The last specializations. With X = 0 in the identity of Theo-
rem 22.5 we get:

(22.27)
∑
(Mm)

VMvm
1− t

−t+ JMm ((1− t)Y ;Q, q)

=
∑
β≥0

eβQ(V ) eβq (v)Y
β
∑
(Σ,σ)

tddes(Σ,σ)V ides ΣQimaj Σviriseσqirmajσ.

The sum on the right-hand side is over all pairs of permutations (Σ, σ).
This can be regarded as the specialization sitting on vertex (·, q, Jk) in the
diagram of Fig. 20.1.

When the parameters K,M, k,m are not finite, the identity of Theo-
rem 22.5 is derived as follows: multiply both sides successively by (1−U)
and let U = 1, multiply by (1−V ) and let V = 1, multiply by (1−u) and
let u = 1, multiply by (1− v) and let v = 1. We obtain the identity:

(22.28)
(1− t)J((1− t)X;P, p)

−t+ J((1− t)X;P, p)J((1− t)Y ;Q, q)

=
∑

α≥0, β≥0

1

(P ;P )α

1

(Q;Q)β

1

(p; p)α

1

(q; q)β
XαY β

×
∑

(Σ,σ,ε) (comp.)
ℓ(ε|x)=α, ℓ(ε|y)=β

tddes(Σ,σ,ε)P imajx ΣQimajy Σpirmajx σqirmajy σ.

The latter underlying generating function is over the compatible signed
bipermutations only, while identity (21.6), that corresponds to vertex
(sgn, q, J), is over all signed bipermutations and even multipermutations.
However identity (22.8) involves two distinct Bessel functions J(·;P, p),
J(·;Q, q), instead of only one. When we reduce the number of bases, say,
when (P, p) = (Q, q), we can still regain (21.6), as is now explained.

For each signed bipermutation (not necessarily compatible) (Σ, σ, ε) let

inv(σε|y, σε|x) := #{(i, j) : ε(i) = y, ε(j) = x, σ(i) > σ(j)},

a quantity equal to zero when the bipermutation is compatible. Also let

imaj(Σ, ε) := imajx(Σ, ε) + imajy(Σ, ε) + inv(σε|y, σε|x)

irmaj(σ, ε) := irmajx(σ, ε) + irmajy(σ, ε) + inv(σε|y, σε|x).
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Now in (22.8) let (P, p) = (Q, q); the right-hand side can then be rewritten
as:∑
n≥0

1

(Q;Q)n(q; q)n

∑
α+β=n

[
n

α

]
Q

[
n

α

]
q

XαY β

×
∑

(Σ,σ,ε) (comp.)
ℓ(ε|x)=α, ℓ(ε|y)=β

tddes(Σ,σ,ε)Qimaj(Σ,ε)qirmaj(σ,ε).

Because of the definition of “imaj” and “irmaj” for a signed permutation
the polynomial B′n(X,Y, t,Q, q) defined by

(22.29) B′n(X,Y, t,Q, q):=
∑

(Σ,σ,ε)

Xℓ(ε|x)Y ℓ(ε|y)tddes(Σ,σ,ε)Qimaj(Σ,ε)qirmaj(σ,ε),

the sum being over all signed bipermutations of length n, is also equal to

∑
α+β=n

[
n

α

]
Q

[
n

α

]
q

XαY β
∑

(Σ,σ,ε) (comp.)
ℓ(ε|x)=α, ℓ(ε|y)=β

tddes(Σ,σ,ε)Qimaj Σqirmajσ.

Hence, when (P, p) = (Q, q) identity (22.28) takes the form

(22.30)
(1− t)J((1− t)X;Q, q)

−t+ J((1− t)X;Q, q)J((1− t)Y ;Q, q)

=
∑
n≥0

1

(Q;Q)n(q; q)n
B′n(X,Y, t,Q, q).

The comparison with (21.6) shows that the right-hand sides of (21.6)
and (22.30) involve different statistics: inv(Σ, ε), coinv(σ, ε) for (21.6)
(when reduced to bipermutations) and imaj(Σ, ε), irmaj(σ, ε) for (22.30).
However, those two formulas imply the identity

(22.31) Bn(X,Y, t,Q, q) = B′n(X,Y, t,Q, q).

In order to show that Theorem 22.5 that contains the most general
extension sitting on (sgn, q, Jk) implies (21.6) sitting on (sgn, q, J) we prove
identity (22.31) combinatorially by means of a direct bijection.

A bijection for (inv, coinv) and (imaj, irmaj). The main ingredient is
the bijection Φ of Theorem 11.2 that is used in the following context.
Let π be a bijection of a finite set I = {i1 < i2 < · · · < ik}, of
integers onto a finite set of integers π(I) := {j1 < j2 < · · · < jk}. The

129



D. FOATA AND G.-N. HAN

permutation π is presented as a two-row matrix

(
i1 . . . ik

π(i1) . . . π(ik)

)
. Let i

denote the correspondence that sends each bijection onto its inverse and
consider the chain(

i1 . . . ik
π(i1) . . . π(ik)

)
i−→

(
j1 . . . jk

π−1(j1) . . . π
−1(jk)

)
Φ−→

(
j1 . . . jk
y1 . . . yk

)
i−→

(
i1 . . . ik

π′(i1) . . . π
′(ik)

)
,

that is rewritten:

π
i−→ iπ

Φ−→ Φiπ
i−→ iΦiπ.

As proved in Theorem 11.2, the transformation Φ sends the word
π−1(j1) . . . π

−1(jk) onto a rearrangement y1 . . . yk of that word, which is
the bottom row of the third matrix above. Moreover,

maj
(
π−1(j1) . . . π

−1(jk)
)
= inv

(
y1 . . . yk

)
,

which implies

maj iπ = inv iΦiπ and rmaj iπ = coinv iΦiπ.

Also Iligne iπ = IligneΦiπ. Hence,

(22.32). Ligneπ = Ligne iΦiπ.

Now each signed bipermutation (Σ, σ, ε) is characterized by the two
subsets Iε|x, Iε|y and its restrictions Σx, Σy, σx, σy to those two subsets,
as they were defined in § 22.2. This gives a sense to the notation

[Iε|x, Iε|y,Σx,Σy, σx, σy]

to designate a signed bipermutation (Σ, σ, ε).
Next form the composition product iΦi described above and consider

the mapping ∆ : (Σ, σ, ε) 7→ (Σ′, σ′, ε) defined by

(Σ, σ, ε) := [Iε|x, Iε|y,Σx,Σy, σx, σy];

(Σ′, σ′, ε) := [Iε|x, Iε|y, iΦiΣx, iΦiΣy, iΦiσx, iΦiσy].

Proposition 22.6. The mapping ∆ is a bijection of the set of signed
bipermutations of length n onto itself, having the following properties:

(i) ddes(Σ, σ, ε) = ddes(Σ′, σ′, ε);
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(ii) imaj(Σ, ε) = inv(Σ′, ε) and irmaj(σ, ε) = coinv(σ′, ε).

Proof. Property (i) follows from (22.32), since Ligne σx = Ligne iΦiσx
and analogous relations for the other restrictions. Finally,

inv(Σε|y,Σε|x) = inv(Σ′ε|y,Σ
′
ε|x) and inv(σε|y, σε|x) = inv(σ′ε|y, σ

′
ε|x).

Then,

imaj(Σ, ε) = majΣ−1ε|x +majΣ−1ε|y + inv(Σε|y,Σε|x)

= invΣ′ε|x + invΣ′ε|y + inv(Σ′ε|y,Σ
′
ε|x) = inv(Σ′, ε) ;

irmaj(σ, ε) = rmajσ−1ε|x + rmajσ−1ε|y + inv(σε|y, σI)

= coinv σ′ε|x + coinv σ′ε|y + inv(σ′ε|y, σ
′
ε|x) = coinv(σ, ε).

23. Eulerian Calculus; multi-indexed polynomials

As seen in section 10, the classical Eulerian polynomials An(t) =∑
σ∈Sn

tdesσ (n ≥ 0) have the following exponential generating function

1 +
∑
n≥1

An(t)
un

n!
=

1− t
−t+ exp(u(t− 1))

,(23.1)

so that
1 +

∑
n≥1

tAn(t)
un

n!
=

1− t
1− t exp(u(1− t))

(23.2)

provides the exponential generating function for the polynomials 0An(t) :=
tAn(t) =

∑
σ∈Sn

t1+desσ (n ≥ 1) and 0A0(t) := 1. In the previous three

sections we have worked out various extensions of the rational function
occurring in (23.1). In the present one we will rather use the second one,
because the major results dealing with multi-indexed Eulerian polynomials
have been introduced in that way and have become classical. The change,
however, is minor.

23.1. The bi-indexed Eulerian polynomials. In the fraction occurring
in (23.2) replace exp(u(1 − t)) by the product ep((1 − t)u) eq((1 − t)v)
where u, v, p, q are independent variables. Then expand the fraction as a
series normalized by products of the form (p; p)n (q; q)m. We obtain:

(23.3)
∑
n≥0,
m≥0

unvm

(p; p)n (q; q)m
An,m(t; p, q) =

1− t
1− tep((1− t)u) eq((1− t)v)

.
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To see that An,m(t; p, q) is a polynomial with integral coefficients we may
rewrite (23.3) as L = (1 − R)−1. The identity L(1 − R) = 1 yields the
recurrence relation

(23.4) An,m(t; p, q) =
∑
i,j

[
n

i

]
p

[
m

j

]
q

Ai,j(t; p, q) t(1− t)n−i+m−j−1,

where 0 ≤ i ≤ n, 0 ≤ j ≤ m and (i, j) 6= (n,m). As A0,0(t; p, q) = 1,
relation (23.4) shows by induction that each An,m(t; p, q) is a polynomial
with integral coefficients. To show that the coefficients are indeed positive
and of sum (n +m)! requires more analysis and will be a consequence of
the theorem below.

Of course, a product of more than two q-exponentials could have been
taken and the results below would have been very similar. The advantage
of keeping only two allows a much easier reading.

The second class of polynomials under study will be denoted by
An,m(t; p). There is no risk of confusion with the previous ones, as they
are in two variables t and p instead of three. No confusion either with the
q-Eulerian polynomials An(t, q), as the present ones are double indexed.
Those polynomials An,m(t; p) are defined by

(23.5)
∑
n≥0,
m≥0

unvm

(p; p)nm!
An,m(t; p) =

1− t
1− tep((1− t)u) exp((1− t)v)

.

Let q = 1 in (23.4). Then An,m(t; p, q) is transformed into a polynomial in
two variables t and p. Furthermore, the Gaussian polynomial

[
m
j

]
q
becomes

the ordinary binomial coefficient
(
m
j

)
. Hence (23.3) itself is transformed

into identity (23.5). Thus

(23.6) An,m(t; p) = An,m(t; p, 1).

Notice that when u = 0 (resp. v = 0) identity (23.5) specializes into the
exponential (resp. basic) generating function for the Eulerian polynomials
0An(t) introduced above (resp. for the polynomials invAn(t, q)).

The ligne and inverse ligne of route “Ligne” and “Iligne,” that have been
defined in the previous sections for permutations, are being partitioned
into two parts. Let (n,m) be an ordered pair of nonnegative integers and σ
be a permutation of order n+m. Define:

Iligne1 σ := {r : 1 ≤ r ≤ n− 1, σ−1(r) > σ−1(r + 1)},
Iligne2 σ := {r : n+ 1 ≤ r ≤ n+m− 1, σ−1(r) > σ−1(r + 1)},
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imaj1 σ :=
∑
{r : r ∈ Iligne1 σ},

imaj2 σ :=
∑
{r − n : r ∈ Iligne2 σ},

inv1 σ := #{(r, r′) : 1 ≤ r < r′ ≤ n, σ−1(r) > σ−1(r′)},
inv2 σ := #{(r, r′) : n+ 1 ≤ r < r′ ≤ n+m, σ−1(r) > σ−1(r′)}.

When m = 0 (resp. n = 0), the statistics imaj1 σ and inv1 σ (resp. imaj2 σ
and inv2 σ) are the familiar inverse major index and inversion number of
the permutation σ, respectively.

Theorem 23.1. Let n, m be two nonnegative integers. The generating
polynomial for the group Sn+m of the permutations of order n + m by
the three-variable statistic (1+des, imaj1, imaj2) is equal to An,m(t; p, q).
In other words, if An,m(t; p, q) is defined by identity (23.3), then

An,m(t; p, q) =
∑

σ∈Sn+m

t1+desσpimaj1 σqimaj2 σ.(23.7)

We also have:

An,m(t; p, q) =
∑

σ∈Sn+m

t1+desσpinv1 σqinv2 σ.(23.8)

For the proof of (23.7) we use the Schur function algebra and the
Robinson-Schensted correspondence, as was already done for the proof of
Theorem 19.4. Take up again the previous notations with a pair (n,m) of
integers and σ designating a permutation of order n+m. Let τ1 (resp. τ2)
be the restriction of σ to the set σ−1([1, n]) (resp. σ−1([n + 1, n +m])).
Using the Robinson-Schensted correspondence (see §Corollary 19.2) each
bijection τj (j = 1, 2) is mapped onto a pair (Pj , Qj) of Young tableaux
of the same shape that we shall denote by λj .

It follows from the properties of the correspondence that the entries of
P1 (resp. P2) are the elements of the interval [1, n] (resp. [n + 1, n +m])
and the entries of Q1 (resp. Q2) are those of the set σ−1([1, n]) (resp.
σ−1([n+ 1, n+m])). Let T1 := P1 and T2 be the Young tableau obtained
from P2 by replacing each entry r by r − n and let U be the product
U = Q1 ⊗ Q2. This means that U is the skew tableau obtained by
placing Q2 to the right of Q1 and just under it. Thus T1 (resp. T2) is
a Young tableau of shape λ1 (resp. λ2) whose entries are 1, 2, . . . , n (resp.
1, 2, . . . ,m); the entries of U are 1, 2, . . . , n and the shape of U is the skew
shape λ1 ⊗ λ2.

We summarize all this by writing :

(23.9)
shapeTj = λj (j = 1, 2); |λ1| = n; |λ2| = m;

shapeU = λ1 ⊗ λ2 ; |λ1|+ |λ2| = n+m.
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For instance, let (n,m) = (5, 4) and

σ =

(
1 2 3 4 5 6 7 8 9

8 6 4 5 2 1 9 7 3

)
; σ−1 =

(
1 2 3 4 5

6 5 9 3 4

∣∣∣∣ 6 7 8 9

2 8 1 7

)
.

Then

τ1 =

(
3 4 5 6 9

4 5 2 1 3

)
; τ2 =

(
1 2 7 8

8 6 9 7

)
.

Under the Robinson-Schensted correspondence

τ1 7→ (P1, Q1) =

4

2 5

1 3 ,

6

5 9

3 4


; λ1 = (2, 2, 1) ;

τ2 7→ (P2, Q2) =

(
8 9

6 7 ,

2 8

1 7

)
; λ2 = (2, 2) ;

and

T1 = P1 =

4

2 5

1 3 ; T2 = P2 − n =

3 4

1 2 ; U = Q1 ⊗Q2 =

6

5 9

3 4

2 8

1 7

.

The inverse ligne of route (see section 18) of U is IligneU = {1, 2, 4, 5, 7, 8},
so that imajU = 27 and idesU = 6.

It follows from Theorem 19.3 that the mapping

(σ, n,m) 7→ (λ1, λ2;T1, T2;U)

is a bijection having properties (23.9) and also

(23.10)
Iligne1 σ = IligneT1 Iligne2 σ − n = IligneT2;

Ligneσ = IligneU.

With our working example Iligne1 σ = {1, 3} = IligneT1; Iligne2 σ =
{2} = IligneT2; Ligneσ = {1, 2, 4, 5, 7, 8} = IligneU .

It follows from (23.10) that

(23.11) imajj σ = imajTj (j = 1, 2); desσ = idesU.
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Let t 1An(t; p, q) denote the right-hand side of (23.7). Then by (23.10)
and (23.11)

(23.12) 1An(t; p, q) =
∑

(λ1,λ2)

∑
(T1,T2,U)

tidesUpimajT1qimajT2 ,

where the first sum is over the ordered pairs (λ1, λ2) of partitions satisfying
|λ1| = n, |λ2| = m, and the second over all triples (T1, T2, U) satisfying
(23.9).

We next use identity (18.7) as well as a specialization of (18.8) obtained
by letting q = 1, i.e.,

(23.13)
∑
r≥0

trsν/θ(1
r+1) =

1

(1− t)n+1

∑
T, T of shape ν/θ

tidesT ,

where sν/θ(1
r+1) is the skew Schur function obtained by taking an

alphabet of (r + 1) letters all equal to 1. We have :

1An(t; p, q)

(1− t)n+m+1(p; p)n(q; q)m

=
1

(1− t)n+m+1(p; p)n(q; q)m

∑
(T1,T2,U)

tidesUpimajT1qimajT2

=
∑

(λ1,λ2)

∑
r

trsλ1⊗λ2
(1r+1)sλ1

(1, p, p2, . . . )sλ2
(1, q, q2, . . . )

=
∑

(λ1,λ2)

∑
r

trsλ1
(1r+1)sλ1

(1, p, p2, . . . )sλ2
(1r+1)sλ2

(1, q, q2, . . . ),

as U is of shape λ1 ⊗ λ2. In the last step we have used the fondamental
multiplicative property of the Schur functions : sλ⊗µ(x) = sλ(x)sµ(x).
Now, the Cauchy identity (16.4) for Schur functions yields∑
λ1

u|λ1|sλ1
(1r+1)sλ1

(1, p, p2, . . . ) =
∏
d≥1

1

(1− upd−1)r+1
=

1

(u; p)∞
r+1 ;∑

λ2

v|λ2|sλ2
(1r+1)sλ2

(1, q, q2, . . . ) =
∏
d≥1

1

(1− vqd−1)r+1
=

1

(v; q)∞
r+1 .

As |λ1| = m, |λ2| = n, we may write

∑
n,m

unvm

(1− t)n+m+1(p; p)n(q; q)m
1An(t; p, q)
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=
∑
n,m

unvm
∑

(λ1,λ2)

∑
r

trsλ1
(1r+1)sλ1

(1, p, . . . )sλ2
(1r+1)sλ2

(1, q, . . . )

=
∑
r

tr
∑

(λ1,λ2)

u|λ1|v|λ2|sλ1
(1r+1)sλ1

(1, p, . . . )sλ2
(1r+1)sλ2

(1, q, . . . )

=
∑
r

tr
(∑
λ1

u|λ1|sλ1
(1r+1)sλ1

(1, p, . . . )
)

×
(∑
λ2

v|λ2|sλ2
(1r+1)sλ2

(1, q, . . . )
)

=
∑
r

tr
1

(u; p)∞
r+1

1

(v; q)∞
r+1 =

1

−t+ (u; p)∞(v; q)∞
.

Next replace u/(1− t) by u and v/(1− t) by v. This yields∑
n,m

unvm

(p; q)n(q; q)m
1An(t; p, q) =

1− t
−t+ ((1− t)u; p)∞((1− t)v; q)∞

=
1− t

−t+ Ep((t− 1)u)Eq((t− 1)v)
,

using the notation of the second q-exponential. Since Ep(u)ep(−u) = 1,
we obtain:

1 +
∑
(n,m)
̸=(0,0)

unvm

(p; q)n(q; q)m
An(t; p, q) = t

1− t
−t+ Ep((t− 1)u)Eq((t− 1)v)

− t+ 1

=
1− t

1− tep((1− t)u)eq((1− t)v)
.

This proves identity (23.7).
There are two methods for proving identity (23.8): first, the iterative

method that has already been used for the proofs of Theorems 10.1,
20.3 and 21.1. The recurrence relation (23.4) is to be considered and the
summand to be combinatorially interpreted by introducing the notion of
the longest increasing rightmost factor. As one of the previous proofs could
be reproduced almost verbatim, the proof is omitted. The second proof
consists of constructing a bijection σ 7→ σ′ of Sn+m onto itself having the
property that

Ligneσ = Ligneσ′, imajj σ = invj σ
′ (j = 1, 2).

Again, the bijection Φ of Theorem 11.2 could also be used in the same
way as was done in Proposition 22.6. As the similarity is so strong, the
construction is omitted.
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23.2. The Désarménien Verfahren. This method, based on the algebra
of symmetric functions, is quite effective for deriving congruence properties
of certain polynomials, especially the Eulerian polynomials and also the
bi-indexed Eulerian polynomials introduced in the previous subsection.

Take up again the notations introduced in § 14.3, especially formulas (ii)
and (ix) of Theorem 14.2, that merge into

(23.14) H(u;x) =
∏
j≥1

(1− uxj)−1 = exp
∑
r≥1

ur
pr(x)

r
,

where the “p” has been written in boldface as “p” to avoid confusion with
a further base denoted by “p.” Also recall that a partition of an integer
n is a non-increasing sequence λ = (λ1, λ2, . . . ) or a word λ = 1m12m2 . . .
(the multiplicative notation) with the meaning that λ has m1 parts λi
equal to 1, m2 parts λi equal to 2, etc. As usual, to each partition λ is
attached the constant

zλ = 1m12m2 . . .m1!m2! . . .

and the power symmetric function

pλ(x) = pλ1
(x)pλ2

(x) · · · = p1(x)
m1p2(x)

m2 · · ·

Finally, |λ| = n means that λ is a partition of n and the notation l(λ)
stands for the number of parts of λ.

Now for each partition λ = 1m12m2 . . . of the integer n introduce the
polynomial:

(23.15) Tλ(q) :=
(q; q)n∏

j(1− qj)mj
= (q; q)n pλ(1, q, q

2, . . . ).

By induction on the number of distinct parts of λ it is easily verified
that Tλ(q) is a polynomial of degree n(n − 1)/2. In the following lemma
needed for deriving congruences properties for the polynomials Tλ(q) we
denote the k-th cyclotomic polynomial by Φk(q) with the convention that
Φ1(q) = 1− q.

Lemma 23.2. Let n = ka+ b (0 ≤ b ≤ k − 1). Then

(q; q)n
(1− qk)a

≡ kaa! (q; q)b mod Φk(q).

Proof. Write (q; q)n =
( ∏
0≤j≤a−1

(qkj+1; q)k−1

)
(qk; qk)a (q

ka+1; q)b. As

qk≡1 mod Φk(q), we have (qka+1; q)b≡(q; q)b and (qkj+1; q)k−1≡(q; q)k−1.
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When q = ζ is a k-th primitive root of unity, (ζ; ζ)k−1 =
∏

1≤l≤k−1
(1− ζl),

which is the value in X = 1 of the polynomial (1 − Xk)/(1 − X) =
1 + X + · · · + Xk−1, that is, k. Therefore, (q; q)k−1 ≡ k mod Φk(q).

Moreover, (qk; qk)a is divisible by (1− qk)a and lim
q→ζ

(q; q)a
(1− qa)

= a!

Proposition 23.3. Let n = ka+ b, 0 ≤ b ≤ k− 1 and λ = 1m12m2 . . . be
a partition of n. Then the following congruences hold :

(i) if mk 6= a, then Tλ(q) ≡ 0 mod Φk(q).
(ii) if mk = a, let λ∗ = 1m1 . . . (k − 1)mk−1(k + 1)mk+1 . . . be the

partition of b derived from λ by deleting the mk = a parts equal to k.
Then

(23.16) Tλ(q) ≡ kaa!Tλ∗(q) mod Φk(q).

Proof. The proposition is an immediate consequence of the previous
lemma and the definition of Tλ(q) given in (23.15).

Let F (u) be a formal power series in one variable u. As the two series
eq(u)e

v − 1 and eq(u)ep(v) − 1 have no constant term, it makes sense to
expand the following two series as

F
(
eq(u)e

v − 1
)
=

∑
n≥0,m≥0

un

(q; q)n

vm

m!
Kn,m(q);(23.17)

F
(
eq(u)ep(v)− 1

)
=

∑
n≥0,m≥0

un

(q; q)n

vm

(p; p)m
Kn,m(p, q).(23.18)

Theorem 23.4. Let n = ka+ b with 0 ≤ b ≤ k − 1 and m ≥ 0. Then

Kka+b,m(q) ≡ Kb,m+a(q) mod Φk(q).(23.19)

Furthermore, if 0 ≤ m ≤ k − 1, then

Kka+b,m(q, p) ≡ Kb,m+ka(q, p) mod Φk(q) mod Φk(p),(23.20)

where the double congruence means that the two congruences are to be
taken in succession.

Notice that the subscripts in the polynomials K are different in (23.19)
and (23.20), so that the first congruence is not a specialization of the
second one.

138



23. EULERIAN CALCULUS: MULTI-INDEXED POLYNOMIALS

Proof. Consider the following expansion in the variables u and v

(∑
r≥1

ur
pr(x)

r
+ v

)N
=

N∑
m=0

(
N

m

)
vm

(∑
r≥1

ur
pr(x)

r

)N−m
=

n∑
m=0

(
N

m

)
vm

∑
n≥0

un
∑

m1,m2,...

(N −m)!

1!m12!m2 . . .

p1(x)
m1

1m1

p2(x)
m2

2m2
. . .

[n+m ≥ N, m1 +m2 + · · · = N −m ; 1.m1 + 2.m2 + · · · = n.]

= N !
∑

0≤m≤N≤n+m

vm

m!
un

∑
|λ|=n

l(λ)=N−m

pλ(x)

zλ
.

Replacing the alphabet x by the successive powers of q yields

(23.21)
(∑
r≥1

ur
pr(1, q, q

2, . . .)

r
+ v

)N
=

∑
0≤m≤N≤n+m

un

(q; q)n

vm

m!
K(N)
n,m(q),

where

(23.22) K(N)
n,m(q) = N !

∑
|λ|=n

l(λ)=N−m

Tλ(q)

zλ
.

When mk = a, then l(λ) = l(λ∗) + a and zλ = zλ∗ kaa!, so that

K(N)
n,m(q) ≡ N !

∑
|λ∗|=b

l(λ∗)=N−m−a

Tλ∗(q)

zλ∗
mod Φk(q).

In particular by (23.22)

K
(N)
b,m+a(q) = N !

∑
|λ∗|=b

l(λ∗)=N−m−a

Tλ∗(q)

zλ∗
.

Therefore

(23.23) K
(N)
ka+b,m(q) ≡ K(N)

b,m+a(q) mod Φk(q).

Now, by (23.14),

eq(u)e
v =

∏
j≥1

(1− uqj−1)−1ev = exp
(∑
r≥1

ur
pr(1, q, q

2, . . .)

r
+ v

))
,

so that, if F (u) =
∑
i≥0

ciu
i, we get
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F (eq(u)e
v − 1) =

∑
i≥0

ci(eq(u)e
v − 1)i

=
∑
i≥0

ci

(
exp

(∑
r≥1

ur
pr(1, q, q

2, . . .)

r
+ v

)
− 1

)i
=

∑
N≥0

CN
N !

(∑
r≥1

ur
pr(1, q, q

2, . . .)

r
+ v

)N
[for some coefficients CN (N ≥ 0);]

=
∑
N≥0

CN
N !

∑
0≤m≤N≤n+m

un

(q; q)n

vm

m!
K(N)
n,m(q)

=
∑

n≥0,m≥0

un

(q; q)n

vm

m!
Kn,m(q),

where Kn,m(q) =
n+m∑
N=0

CN
N !

K(N)
n,m(q), since the formal series (23.21) is of

order N in the variables u and v. Hence, the congruence property for
Kn,m(q) is a consequence of the congruence property (23.23) satisfied by

the polynomials K
(N)
n,m(q) themselves.

The proof of (23.20) is quite similar. This time we start with the

expansion of the series
∑
r≥1

(urpr(x) + vrpr(y)

r

)N
, where y stands for a

second alphabet. We have(∑
r≥1

urpr(x) + vrpr(y)

r

)N
=
∑

A+B=N

(
N

A

)(∑
r≥1

ur
pr(x)

r

)A(∑
r≥1

vr
pr(y)

r

)B
=

n∑
A+B=N

(
N

A

)( ∑
l(λ)=A

A!
u|λ|pλ(x)

zλ

)( ∑
l(µ)=B

B!
v|µ|pµ(y)

zµ

)
= N !

∑
n≥0,m≥0
n+m≥N

unvm
∑

|λ|=n, |µ|=m
l(λ)+l(µ)=N

pλ(x)

zλ

pµ(y)

zµ
.

Again, if we replace the alphabet x (resp. y) by the successive powers of q
(resp. of p), we obtain(∑
r≥1

urpr(1, q, . . .) + vrpr(1, p, . . .)

r

)N
=

∑
n≥0,m≥0
n+m≥N

un

(q; q)n

vm

(p; p)m
K(N)
n,m(q, p),

where
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(23.24) K(N)
n,m(q, p) = N !

∑
|λ|=n, |µ|=m
l(λ)+l(µ)=N

Tλ(q)

zλ

Tµ(p)

zµ
.

In the last summation the sum of the lengths of the two partitions is to
remain constant, equal to N . We then use the bijection (λ, µ) 7→ (λ∗, µ+),
where µ+ is derived from µ by adding a parts equal to k. We have

K
(N)
ka+b,m(q, p) ≡ N !

∑
|λ∗|=b, |µ|=m+ka

l(λ∗)+l(µ+)=N

Tλ∗(q)

zλ∗

Tµ+(p)

zµ+

mod Φk(q) mod Φk(p)

≡ K(N)
b,m+ka(q, p).

For the coefficients Kn,m(q, p) of the series F (ep(u)eq(v)− 1) we also find
the expression

Kn,m(q, p) =
n+m∑
N=0

CN
N !

K(N)
n,m(q, p)

for some coefficients CN (N ≥ 0). The congruence property for the
Kn,m(q, p) follows from (23.24).

23.3. Congruences for bi-indexed polynomials. We apply the tech-
niques of the previous subsection to the sequence of the bi-indexed Eule-
rian polynomials (in two variables) An,m(t, q) defined by identity (23.5).
Notice that it has two specializations

(23.25) An,0(t, q) =
invAn(t, q), A0,m(t, q) = 0Am(t),

where invAn(t, q) is the q-inv-Eulerian polynomial introduced in section 10
and 0Am(t) = 1 if m = 0 and tAm(t) (with Am(t) being the traditional
Eulerian polynomial) if m ≥ 1. In particular, A1,0(t, q) = A0,1(t, q) = t.
The recurrence relation (23.4) with q = 1 provides the recurrence relation
for the polynomials An,m(t, q) and shows by induction that

(23.26) A1,m(t, q) = invA0,m+1(t, q) =
0Am+1(t) (m ≥ 0).

Theorem 23.5. Let n and k be two positive integers and let n = ka+ b,
0 ≤ b ≤ k − 1 be the Euclidean division of n by k. Then the following
congruence holds:

Aka+b,m(t, q) ≡ (1− t)(k−1)aAb,m+a(t, q) mod Φk(q).(23.27)

Furthermore, if 0 ≤ m ≤ k − 1, then
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Aka+b,m(t; q, p) ≡ Ab,m+ka(t; q, p) mod Φk(q) mod Φk(p),(23.28)

For k = 1, m = 1:

Aa,1(t, q) = A0,a+1(t, q) =
0Aa+1(t);(23.29)

for k = 2, b = 0, 1, m = 0:
invA2a+b(t, q) = A0,2a+b ≡ (1− t)aAb,a(t, q) mod (1 + q)

≡ (1− t)a 0Aa+b(t) mod (1 + q).(23.30)

Proof. The generating function for the polynomials An,m(t, q) may be
rewritten as∑

n≥0,m≥0

An,m(t, q)

(1− t)n+m
un

(q; q)n

vm

m!
=

∑
i≥0

( t

1− t

)i(
eq(u) exp v − 1

)i
.

By Proposition 23.4 the coefficients Kn,m(q) := An,m(t, q)/(1 − t)n+m

satisfy the congruence (23.19):

Aka+b,m(t, q)

(1− t)ka+b+m
≡ Ab,m+a(t, q)

(1− t)b+m+a
mod Φk(q).

In an analogous manner

∑
n≥0,m≥0

An,m(t; q, p)

(1− t)n+m
un

(q; q)n

vm

(p; p)m
=

∑
i≥0

( t

1− t

)i(
eq(u)ep(u)− 1

)i
and congruence (23.20) applies.

23.4. The signed Eulerian numbers. Consider the q-inv-Eulerian poly-
nomials invAn(t, q) =

∑
σ∈Sn

t1+desσqinv σ introduced in section 10 and
define the signed Eulerian polynomial to be

(23.30) sgnAn(t) :=
invAn(t,−1) :=

n∑
k=1

sgnAn,k t
k.

The integers sgnAn,k (1 ≤ k ≤ n) are called the signed Eulerian numbers.
Relation (23.30) shows that

(23.31) sgnAn,k =
∑
σ

sgnσ,

where the sum ranges over all permutations σ ∈ Sn such that 1+des σ = k.
Their first values are displayed in Table 23.1. Recall that 0An(t) is the
generating polynomial for Sn by the statistic “1 + des” (see section 10).
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k = 1 2 3 4 5 6 7
n = 1 1

2 1 −1
3 1 0 −1
4 1 −1 −1 1
5 1 2 −6 2 1
6 1 1 −8 8 −1 −1
7 1 8 −19 0 19 −8 −1

Table 23.1

Theorem 23.10. Let sgnAn(t) be the signed Eulerian polynomial defined
in (23.30). Then

sgnA2n(t) = (1− t)n 0An(t) ;(23.32a)
sgnA2n+1(t) = (1− t)n 0An+1(t).(23.32b)

Proof. This has already been proved in Theorem 23.5 with relation
(23.30), since sgnAn(t) ≡ invAn(t, q) mod (1 + q). Another proof consists in
starting with the recurrence relation (10.11) for the polynomials invAn(t, q)
and let q 7→ −1 in that relation. As

lim
q→−1

[
2m

2i

]
q

= lim
q→−1

[
2m+ 1

2i

]
q

= lim
q→−1

[
2m+ 1

2i+ 1

]
q

=

(
m

i

)
,

lim
q→−1

[
2m

2i+ 1

]
q

= 0,

we are led to the recurrences

(23.33) sgnA2n(t) = t(1− t)2n−1 +
∑

1≤i≤n−1

(
n

i

)
sgnA2i(t) t (1− t)2n−1−2i ;

(23.34) sgnA2n+1(t) = t(1− t)2n +
∑

1≤i≤n

(
n

i

)
sgnA2i(t) t (1− t)2n−2i

+
∑

0≤i≤n−1

(
n

i

)
sgnA2i+1(t) t (1− t)2n−2i−1.

When q → 1 in (10.11) we get the recurrence relation for the polynomials
0An(t), i.e.,

(23.35) 0An(t) = t(1− t)n−1 +
∑

1≤i≤n−1

(
n

i

)
0Ai(t) t (1− t)n−1−i.
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By comparing (23.33) and (23.35) we see that the polynomials (1 −
t)n0An(t) satisfy the same recurrence relation as the polynomials sgnA2n(t).
Hence (23.32a) holds. To establish (23.32b) an easy induction on n
suffices.

Having the classical relations for the (unsigned) Eulerian numbers An,k
at our disposal, as derived in (10.5)–(10.9), it is straightforward from
Theorem 23.10 to prove the following relations:

sgnA2n,k = sgnA2n−1,k − sgnA2n−1,k−1 ;(23.36a)
sgnA2n+1,k = ksgnA2n,k + (2n− k + 2)sgnA2n,k−1 ;(23.36b)

together with the analogs of the Worpitzky formulas

∑
i

(
2n+ i

i

)
sgnA2n,k−i = kn ;

∑
i

(
2n− 1 + i

i

)
sgnA2n−1,k−i = kn;

and the polynomial relations
sgnA2n(t) = (1− t)sgnA2n−1(t);

sgnA2n+1(t) = (2n+ 1) t sgnA2n(t) + t(1− t)sgnA′2n(t);

where sgnA′2n(t) denotes the derivative of sgnA2n(t).

24. The basic and bibasic trigonometric functions

By analogy with classical analysis start with the traditional Euler
identity

(24.1) eL = cosL+i sinL,

where eL is an analog of the traditional complex exponential. When we
choose eL = eq(iu) (resp. eL = ep(iu)eq(iv)), we obtain the definitions of
the q-sine, sinq(u), and q-cosine, cosq(u), (resp. of the p, q-sine, sinp,q(u, v),
and p, q-cosine, cosp,q(u, v).) Of course, the other q-exponential Eq(u)
could be used, but this does not lead to significantly different results.

The goal of this section is to define the other functions tanL and secL,
to derive the recurrence formulas for the coefficients of their expansions
and, finally, to obtain combinatorial interpretations for the coefficients.

24.1. The basic and bibasic tangent and secant functions. First, re-
call some easy results on the p- or q-partial derivative. If A(u, v) =
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A(u, v; p, q) =
∑

n≥0,m≥0
An,m u

nvm/((p; p)n(q; q)m) is a (p, q)-bibasic series

in the variables u and v, define:

∂pA(u, v) :=
A(u, v)−A(pu, v)

u
;(24.2)

∂q A(u, v) :=
A(u, v)−A(u, qv)

u
.(24.3)

The following relations are immediate

∂p
(
A(u, v)B(u, v)

)
= A(u, v) ∂pB(u, v) +A(pu, v) ∂pB(u, v);(24.4)

∂p
A(u, v)

B(u, v)
=
B(u, v) ∂pA(u, v)−A(u, v) ∂pB(u, v)

B(u, v)B(pu, v)
;(24.5)

=
B(pu, v) ∂pA(u, v)−A(pu, v) ∂pB(u, v)

B(u, v)B(pu, v)
;(24.6)

and also the analogous relations for the q-partial derivative. If the series
A(u; p) and B(u; p) are p-basic series of the variable u, we speak of p-
derivatives. The above properties are similar and will not be restated.

Definition. The p-sine and p-cosine are defined by the identity

ep(iu) =: cosp(u) + i sinp(u);

the p, q-sine and p, q-cosine by the identity

ep,q(iu, iv) := ep(iu)eq(iu) =: cosp,q(u) + i sinp,q(u).

Proposition 24.1. The following identities hold:

ep,q(−iu,−iv) = cosp,q(u, v)− i sinp,q(u, v);(24.7)

cosp,q(u, v) =
ep,q(iu, iv) + ep,q(−iu,−iv)

2
;(24.8)

sinp,q(u, v) =
ep,q(iu, iv)− ep,q(−iu,−iv)

2i
;(24.9)

∂p ep,q(αu, v) = α ep,q(αu, v);(24.10)

∂p sinp,q(αu, v) = α cosp,q(αu, v);(24.11)

∂p cosp,q(αu, v) = −α sinp,q(αu, v);(24.12)

and analogous relations for the q-partial derivative. The identities for
ep(−iu), sinp(u), cosp(u) are obtained by letting v = 0.

Proof. As ep(iu) = cosp(u) + i sinp(u), relation (25.7) is proved
by direct calculation. Next, (24.8) and (24.9) are banal. For deriving
(24.10) remember that ep(αu) =

∏
n≥0(1 − αupn)−1, so that ep(pαu) =
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(1− αu)ep(αu). Then ∂p ep(αu) = α ep(αu). The last two relations hold
by linearity.

Definition. The p-tangent, p-secant, p, q-tangent and p, q-secant func-
tions are defined by

tanp(u) :=
sinp(u)

cosp(u)
; tanp,q(u, v) :=

sinp,q(u, v)

cosp,q(u, v)
;(24.13)

secp(u) :=
1

cosp(u)
; secp,q(u, v) :=

1

cosp,q(u, v)
.(24.14)

Also define

Eul( u; p) :=
1 + sinp(u)

cosp(u)
= secp(u) + tanp(u);(24.15)

Eul(u, v; p, q) :=
1 + sinp,q(u, v)

cosp,q(u, v)
= secp,q(u, v) + tanp,q(u, v).(24.16)

Theorem 24.2. The following derivative relations hold:

∂p Eul(u; p) = 1 + tanp(u) Eul(pu; p);(24.17)

∂p Eul(u, v; p, q) = 1 + tanp,q(u, v) Eul(pu, v; p, q);(24.18)

∂q Eul(u, v; p, q) = 1 + tanp,q(u, v) Eul(u, qv; p, q).(24.19)

Proof. Relation (25.17) follows from (25.18) or can be proved in a
straightforward manner. As Eul(u, v; p, q) = Eul(v, u; q, p), it suffices to
prove the first of those two relations. By (24.6)

∂p
1 + sinp,q(u, v)

cosp,q(u, v)

=
cosp,q(pu, v) ∂p(1 + sinp,q(u, v))− (1 + sinp,q(u, v)) ∂p cosp,q(u, v)

cosp,q(u, v) cosp,q(pu, q)

=
cosp,q(pu, v) cosp,q(u, v) + sinp,q(u, v) + sinp,q(u, v) sinp,q(pu, v)

cosp,q(u, v) cosp,q(pu, q)

Thus,

∂p
1 + sinp,q(u, v)

cosp,q(u, v)
= 1 +

sinp,q(u, v)

cosp,q(u, v)

1 + sinp,q(pu, v)

cosp,q(pu, v)

= 1 + tanp,q(pu, v) Eul(pu, v; p, q).
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Denote the expansions of Eul(u; p, q) and Eul(u, v; p, q) by

Eul(u; p) :=
∑
n≥0

Euln(p)
un

(p; p)n
;(24.20)

Eul(u, v; p, q) :=
∑

n≥0,m≥0

Euln,m(p, q)
un

(p; p)n

vm

(q; q)m
;(24.21)

so that

tanp(u) = Eulodd(u; p) :=
∑

n≥0, n odd

Euln(p)
un

(p; p)n
;(24.22)

tanp,q(u) = Eulodd(u, v; p, q) :=
∑

n≥0, n≥0
n+m odd

Euln,m(p, q)
un

(p; p)n

vm

(q; q)m
.(24.23)

Proposition 24.3. The coefficients Euln(p) (n ≥ 0) and accordingly the
function Eul(u; p) are inductively defined by the following two relations:

(i) Eul0(p) = Eul1(p) = 1;
(ii) the recurrence formula valid for n ≥ 1

(24.24) Euln+1(p) =
∑

0≤a≤n
a odd

[
n

a

]
p

pn−a Eula(p) Euln−a(p).

The coefficients Euln,m(p, q) (n ≥ 0, m ≥ 0) and accordingly the function
Eul(u, v; p, q) are inductively defined by the following three relations:

(iii) Eul0,0(p) = Eul0,1(p, q) = Eul1,0(p, q) = 1;
(iv) the recurrence formula valid for n ≥ 1

(24.25) Euln+1,0(p, q) =
∑

0≤a≤n
a odd

[
n

a

]
p

pn−a Eula,0(p, q) Euln−a,0(p, q).

(v) the recurrence formula valid for n+m ≥ 1
(24.26)

Euln,m+1(p, q) =
∑

0≤a≤n,0≤b≤m
a+b odd

[
n

a

]
p

[
m

b

]
q

qm−b Eula,b(p, q) Euln−a,m−b(p, q).

Proof. Go back to identities (24.17) and (24.19), expand both sides
and write that coefficients of the same monomial are equal on both
sides.
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When (24.18) is taken into account, conditions (iv) and (v) can be
replaced by
(iv′) the recurrence formula valid for m ≥ 1

(24.25′) Eul0,m+1(p, q) =
∑

0≤b≤n
b odd

[
m

b

]
q

qm−b Eul0,b(p, q) Eul0,m−b(p, q).

(v′) the recurrence formula valid for n+m ≥ 1
(24.26′)

Eulm+1,n(p, q) =
∑

0≤a≤n,0≤b≤m
a+b odd

[
n

a

]
p

[
m

b

]
q

pn−a Eula,b(p, q) Euln−a,m−b(p, q).

Finally, notice that both (24.25) and (24.25′) are the same recurrence
formulas as (24.24).

As Eul0(p) = Eul1(p) = 1, all the coefficients Euln(p) can be determined
by means of formula (24.24). The first values are the following:

Eul0(p) = Eul1(p) = Eul2(p) = 1, Eul3(p) = p(1 + p),
Eul4(p) = p(1 + p)2 + p4, Eul5(p) = p2(1 + p)2(1 + p2)2,
Eul6(p) = p2(1 + p)2(1 + p2 + p4)(1 + p+ p2 + 2p3) + p12,
Eul7(p) = p3(1+p)2(1+p2)(1+p3)(1+p+3p2+2p3+3p4+2p5+3p6+p7+p8).

The first polynomials Euln,m(p, q) can be derived by menas of Propo-
sition 24.3. Because of the symmetry we only list the polynomials
Euln,m(p, q) such that n ≤ m.

Eul0,0(p, q) = Eul0,1(p, q) = Eul0,2(p, q) = Eul1,1(p, q) = 1;
Eul0,3(p, q) = q(1 + q); Eul1,2(p, q) = 1 + q;
Eul0,4(p, q) = q(1 + q)2 + q4; Eul1,3(p, q) = 1 + 2q + 2q2;
Eul2,2(p, q) = 2 + p+ q + pq;
Eul0,5(p, q) = q2(1 + q)2(1 + q2)2; Eul1,4(p, q) = 2q(1 + q)2(1 + q2);
Eul2,3(p, q) = (1 + p)(1 + q)3;
Eul0,6(p, q) = q2(1 + q)2(1 + q2 + q4)(1 + q + q2 + 2q3) + q12;
Eul1,5(p, q) = (3q7 + 6q6 + 10q5 + 13q4 + 12q3 + 9q2 + 6q + 2)q;
Eul2,4(p, q) = 3q5+3pq5+7q4+6pq4+7pq3+8q3+9q2+7pq2+4pq+5q+p+1;
Eul3,3(p, q) = 2p3q+2p3q2+ p3q3+ p3+4p2+8p2q2+8p2q+2p2q3+4p+

8pq2 + 8pq + 2pq3 + 4q2 + 4q + 2 + q3;
Eul0,7(p, q) = q3(1+q)2(1+q2)(1+q3)(1+q+3q2+2q3+3q4+2q5+3q6+

q7 + q8);
Eul1,6(p, q) = q2(1 + q)2(1 + q2)(1 + q3)(3q4 + 3q3 + 5q2 + 3q + 3);
Eul2,5(p, q) = q(1 + p)(1 + q)2(1 + q2)(3q4 + 4q3 + 3q2 + 4q + 3);
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Eul3,4(p, q) = (1 + p)(1 + q)2(1 + q2)
× (q2p2 + pq2 + q2 + 5qp+ 3qp2 + 3q + p2 + p+ 1).

24.2. Alternating permutations. We now use formula (24.24) to show
that the polynomials Euln(p) are generating polynomials for sets of permu-
tations, called alternating, by the statistic “inv” (and also by “imaj”).

Definition. A rising alternating (resp. falling alternating) permutation
is defined to be a permutation σ = σ(1) . . . σ(n) having the following
properties:

σ(1) < σ(2), σ(2) > σ(3), σ(3) < σ(4), etc. in an alternating way

(resp. σ(1) > σ(2), σ(2) < σ(3), σ(3) > σ(4), etc. in an alternating way).

By DRn (resp. Dn) is denoted the set of rising alternating (resp. falling
alternating) permutations of order n.

One of the consequences of the following theorem is the fact that the
number of rising alternating (resp. falling alternating) permutations of or-
der n is equal to Euln(1). Referring to the table of the polynomials Euln(q)
given above, we see that: Eul0(1) = Eul1(1) = Eul2(1) = 1, Eul3(1) = 2,
Eul4(1) = 5, Eul5(1) = 16, Eul6(1) = 61. The numbers Eul2n(1) (resp.
Eul2n+1(1)) are called tangent numbers (resp. secant numbers) and have
been combinatorially studied for decades. The polynomials Euln(q) appear
as q-analogs of those numbers.

The rising alternating permutations for n = 1, 2, 3, 4 are the following:
1 ; 1, 2 ; 1, 3, 2 ; 2, 3, 1 ; 1, 3, 2, 4 ; 1, 4, 2, 3 ; 2, 3, 1, 4 ; 2, 4, 1, 3 ; 3, 4, 1, 2.

Theorem 24.4. For every n ≥ 0 the polynomial Euln(p) is the generating
function for the rising alternating permutations of length n by the number
of inversions. In other words,

Euln(p) =
∑

σ∈DRn

pinv σ.

When n is odd, we also have

Euln(p) =
∑
σ∈Dn

pinv σ.

Proof. The result is banal for n = 0, 1 and 2. For n ≥ 2 consider
the set Sn+1,a+1 of rising alternating permutations σ of order n+ 1 such
that n + 1 is in the (a + 1)-st position (i.e., σ(a + 1) = n + 1) with a
odd. Such a permutation is characterized by the two rising alternating
subpermutations σ′ = σ(1) . . . σ(a) and σ′′ = σ(a+2) . . . σ(n+1) that do
not contain n+ 1. The inversions of σ fall into four groups:
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(a) the inversions that correspond to the pairs of letters whose first
letter is in σ′ and the second one in σ′′; if follows from Proposition 4.3
that their generating polynomial is equal to

[
n
a

]
p
;

(b) the n− a inversions between n+ 1 and each letter of σ′′;
(c) the inversions inside σ′; by induction their generating polynomial is

equal to Eula(p);
(d) the inversions inside σ′′; their generating polynomial is equal to

Euln−a(p).
The generating polynomial for Sn+1,a+1 is then equal to

∑
σ∈Sn+1,a+1

qinv σ =

[
n

a

]
qn−a Eula(p) Euln−a(p).

Hence,

Euln+1(p) =
∑

0≤a≤n, a odd

[
n

a

]
p

pn−a Eula(p) Euln−a(p),

that is exactly the induction formula (24.24).
When n is odd, the transformation rc, already introduced (see the end

of section 12), that sends the permutation σ onto the permutation rcσ
defined by

rcσ(i) := n+ 1− σ(n+ 1− i) (1 ≤ i ≤ n),

maps DRn onto Dn in a one-to-one manner. Moreover, under the trans-
formation the number of inversions “inv” remains alike. This proves the
second part of the theorem.

Saying that a permutation σ is rising alternating (resp. falling al-
ternating) is equivalent to saying that Ligne σ = {2, 4, 6, . . . } (resp.
Ligneσ = {1, 3, 5, . . . }). Hence, Corollary 11.5 implies the following propo-
sition.

Proposition 24.5. For every n ≥ 1 we have:∑
σ∈DRn

pinv σ =
∑

σ∈DRn

pimajσ and
∑
σ∈Dn

pinv σ =
∑
σ∈Dn

pimajσ.

24.3. Combinatorics of the bibasic secant and tangent. In section 23
we have studied the class of the bi-indexed Eulerian polynomials defined
by

An,m(t, p, q) :=
∑

σ∈Sn+m

t1+desσpinv1 σqinv2 σ.
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As the statistic “inv” (also the statistic “imaj”), when defined on the
subset of alternating permutations, leads to a combinatorial interpretation
of the q-tangent and q-secant numbers, the natural question arises: what
can be said about the polynomials

(24.27) Dn,m(p, q) :=
∑

σ∈DRn+m

pinv1 σqinv2 σ, En,m(p, q) :=
∑

σ∈Dn+m

pinv1 σqinv2 σ

when the pair (inv1, inv2) is restricted to the subset DRn+m of the rising
(resp. the subset Dn+m of the descending) alternating permutations. No
use keeping the variable t as all the permutations in DRn+m (resp. Dn+m)
have the same ligne of route, i.e., {2, 4, 6, . . . } (resp. {1, 3, 5, . . . }).

Again, let (n,m) be an ordered pair of nonnegative integers. By
convention, D0,0(p, q) := 1. Let n+m ≥ 1 and let σ be a permutation of
order n+m. The statistics “inv1” and “inv2” (see Theorem 23.1) can be
redefined as follows:

inv1 σ := #{(i, j) : 1 ≤ i < j ≤ n+m, n ≥ σ(i) > σ(j) ≥ 1},
inv2 σ := #{(i, j) : 1 ≤ i < j ≤ n+m, n+m ≥ σ(i) > σ(j) ≥ n+ 1}.

To emphasize the fact that inv1 and inv2 are defined by means of the
ordered pair (n,m), we also use the notations:

inv
(n,m)
1 := inv1; inv

(n,m)
2 := inv2 .

As has been defined in § 24.1,

Eul(u, v; p, q) = secp,q(u, v) + tanp,q(u, v)

=
∑

n≥0,m≥0

Euln,m(p, q)
un

(p; p)n

vm

(q; q)m
.

The purpose of this subsection is to prove the following theorem.

Theorem 24.6. For each pair of nonnegative integers (n,m) we have:

Dn,m(p, q) = Euln,m(p, q);(24.28)

when n+m is odd, we further have:

En,m(p, q) = Euln,m(p, q);(24.29)

Before proving the theorem and making some comment about the
symmetry of the polynomials Euln,m(p, q) let us establish the following
lemma.
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Lemma 24.7. Let σ be a permutation of order n+m ≥ 1 and σ′ := r cσ.
Then

(inv
(n,m)
1 , inv

(n,m)
2 )σ = (inv

(m,n)
2 , inv

(m,n)
2 )σ′.

Proof. By definition of r and c we have

σ′(n+m+ 1− i) = n+m+ 1− σ(i) (1 ≤ i ≤ m+ n).

Hence the following statements are equivalent:
(i) 1 ≤ i < j ≤ n+m & n ≥ σ(i) > σ(j) ≥ 1;
(ii) 1 ≤ n+m+ 1− j < n+m+ 1− i ≤ n+m

& n+m ≥ n+m+ 1− σ(j) > n+m+ 1− σ(i) ≥ m+ 1;
(iii) 1 ≤ j′ < i′ ≤ n +m & n +m ≥ σ′(j′) > σ′(i′) ≥ m + 1 with

j′ := n+m+ 1− j, i′ := n+m+ 1− i;
Thus, inv

(n,m)
1 σ = inv

(m,n)
2 σ′. Also, inv

(n,m)
2 σ = inv

(m,n)
1 σ′ by per-

muting the roles of n and m.

If σ is a rising alternating permutation of order n+m, then σ′ = r cσ is
rising alternating or descending alternating, depending on whether n+m
is even or odd. By the previous lemma we then have

(24.30) Dn,m(p, q) =

{
Dm,n(q, p), if n+m is even;

Em,n(q, p), if n+m is odd.

Thus, when n+m is even, the symmetry of the polynomials Dn,m(p, q) is
obvious combinatorially. When n +m is odd, it is only a consequence of
Theorem 24.6.

In order to prove identity (24.28) of Theorem 24.6 we show that the se-
quence (Dn,m(p, q)) satisfies the relations (iii), (iv), (v) of Proposition 24.3
that uniquely define the sequence (Euln,m(p, q)). This is the content of the
next proposition.

Proposition 24.8. Let Dn,m(p, q) be the generating polynomial for the
set DRn+m of the rising alternating permutations of order n + m by
the two-variable statistic (inv1, inv2). Then the sequence (Dn,m(p, q))
(n ≥ 0,m ≥ 0) is inductively defined by the following three relations:

(iii) the initial conditions D0,0(p, q) = D1,0(p, q) = D0,1(p, q) = 1;
(iv) the recurrence formula valid for n ≥ 1:

Dn+1,0(p, q) =
∑

0≤a≤n,
a odd

[
n

a

]
p

pn−aDa,0(p, q)Dn−a,0(p, q);

(v) and the following formula valid for n+m ≥ 1:
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(24.31) Dn,m+1(p, q) =
∑

0≤a≤n,0≤b≤m
a+b odd

[
n

a

]
p

[
m

b

]
q

qm−bDa,b(p, q)Dn−a,m−b(p, q).

Proof. Relation (iii) is banal, while relation (iv) is the recurrence
formula for the p-tangent or p-secant number derived in the previous
subsection.

Let σ = σ(1)σ(2) . . . σ(n +m + 1) be a rising alternating permutation
of order (n +m + 1). As the permutation starts with a rise σ(1) < σ(2),
the letter (n+m+1) in the word σ occurs in an even position, say, 2k+2
(k ≥ 0). Let

A :={σ(l) : 1 ≤ l ≤ 2k + 1, 1 ≤ σ(l) ≤ n};
B :={σ(l) : 1 ≤ l ≤ 2k + 1, n+ 1 ≤ σ(l) ≤ n+m};
C :={σ(l) : 2k + 3 ≤ l ≤ n+m+ 1, 1 ≤ σ(l) ≤ n} = [n] \A;
D :={σ(l) : 2k + 3 ≤ l ≤ n+m+ 1, n+ 1 ≤ σ(l) ≤ n+m}

= [n+ 1, n+m] \B.

Also, let #A := a, #B := b, #C := c = n − a, #D := d = m − b,
so that a + b = 2k + 1 and c + d = n + m − (2k + 2). The two words
σ′ := σ(1) . . . σ(2k+1) and σ′′ := σ(2k+3) . . . σ(n+m+1) are alternating
permutations of the sets A + B and C + D, respectively. The reduction
of σ′ is defined to be the permutation τ ′ = τ ′(1) . . . τ ′(2k + 1), where the
letter τ ′(l) is equal to m if and only if σ(l) is the smallest m-th letter
of A + B. The reduction τ ′′ = τ ′′(1) . . . τ ′′(n +m + 1 − 2k − 2) of σ′′ is
defined in the same way. Of course, both τ ′ and τ ′′ are rising alternating
permutations.

Now σ is completely characterized by the four-sequence (A,B, τ ′, τ ′′).
The inversions of σ of the form n ≥ σ(i) > σ(j) ≥ 1 (1 ≤ i < j ≤ n+m)
are of three kinds:

(i) 1 ≤ i < j ≤ 2k + 1; they are counted by inv
(a,b)
1 τ ′;

(ii) 2k + 3 ≤ i < j ≤ n+m; they are counted by inv
(c,d)
1 τ ′′;

(iii) 1 ≤ i < 2k + 2 < j ≤ n+m+ 1; using the notations of § 4.4 they
are counted by inv(γ(A)γ(C)).

Thus,

inv
(n,m)
1 = inv

(a,b)
1 τ ′ + inv

(c,d)
1 τ ′′ + inv(γ(A)γ(C));

and in the same way

inv
(n,m)
2 = inv

(a,b)
2 τ ′ + inv

(c,d)
2 τ ′′ + inv(γ(B)γ(D)) + d.

The “d ” that has been added takes the inversions σ(2k + 2) = n +m >
σ(l) ≥ n+ 1 (2k + 3 ≤ l ≤ n+m+ 1) into account.
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When the pair (A,B) is fixed, so are the ordered partitions (A,C) and
(B,D) of [n] and [n+ 1, n+m], respectively. Hence∑

τ ′,τ ′′

pinv
(a,b)
1 τ ′+inv

(c,d)
1 τ ′′

qinv
(a,b)
2 τ ′+inv

(c,d)
2 τ ′′

= Da,b(p, q)Dc,d(p, q).

Now, when A (resp. B) runs over all subsets of [n] (resp. of [n+1, n+m]) of
cardinality a (resp. b), the pairs (A,C) and (B,D) range over all ordered
partitions of [n] and of [n + 1, n +m], respectively, into two blocks such
that #A = a, #C = c, and #B = b, #D = d. By Proposition 4.3

∑
(A,B)

pinv(γ(A)γ(C))qinv(γ(B)γ(D))+d =

[
n

a

]
p

[
m

b

]
q

qd.

The final summation with respect to a, b yields (24.31).

For proving (24.29) consider (24.31) when n+m is odd. Using (24.30)
we can rewrite (24.31) as

En+1,m(p, q) =
∑

0≤b≤m,0≤a≤n
b+a odd

[
m

b

]
q

[
n

a

]
p

qm−bEb,a(q, p)Em−b,m−a(q, p).

This is exactly the recurrence formula (24.16′) written for Euln+1,m(q, p).
As the analogous relations (iii) and (iv′) hold for Em,n(0, p), identity
(24.29) is proved.

25. MacMahon’s Master Theorem revisited

This theorem has been regarded as a keystone in Combinatorial Anal-
ysis. It was proved by MacMahon himself [Ma15, vol. 1, p. 93–98], who
also gave numerous applications. Several other proofs are due to Good
[Go62], Cartier [Ca72]. As the “Master Theorem” is a special case of the
multivariable Lagrange Inversion Formula [Ge87], as was shown by Good
[Go60] (see also Hofbauer [Ho82]), each proof of the latter formula yields
a proof of this theorem. Its first noncommutative version can be found
in [Fo65], which was later implemented into an appropriate algebraic set-
up [CF69]. More recently Garoufalidis, Lê and Zeilberger derived another
noncommutative version [GLZ06] (called “quantum Master Theorem”) by
using difference operator techniques developed by Zeilberger [Z80].

Instead of reproducing a short version of the “Master Theorem,” in the
commutative case only, we have preferred to put up an algebraic structure
that can shelter the three versions of the theorem, the commutative one à
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la MacMahon, the partially commutative one à la Cartier-Foata and the
quantum one à la Garoufalidis-Lê-Zeilberger. After displaying the identity
to be proved, and discussing properties of so-called circuits, the “Master
Theorem” is established in the commutative case through several steps.
The proof for the two non-commutative algebras will consist of verifying
that each step is still valid in these two further environments.

25.1. The “Master Theorem” identity. Let r be a nonnegative integer;
the set A = {0, 1, . . . , r} is referred to as being the underlying alphabet.
Form the free monoid A∗ generated by A, that is, the set of all finite words
w = x1x2 · · ·xn, whose letters x1, x2, . . . , xn belong to A. A biword on

A is defined to be a 2 × n matrix α =
(
w′

w

)
(n ≥ 0), where w′ (the top

word) and w (the bottom word) are two words with the same length n.
The number n is also the length of α; we write ℓ(α) = n. Let B be the set
of all biwords on A. Each biword can also be viewed as a word of biletters(
x
a

)
written vertically. The product of two biwords is just the concatenation

of them viewed as two words of biletters.
Let Z be the ring of all integers. The set A = Z〈〈B〉〉 of the formal sums∑
α c(α)α, where α ∈ B and c(α) ∈ Z for all α ∈ B, together with the

above multiplication, the free addition and the free scalar product is an
algebra over Z, called the free biword large Z-algebra.

For each word w let w be its non-decreasing rearrangement, that is, the
word derived from w by rearranging its letters in non-decreasing order.
Using the terminology made popular in [GLZ05] define the bosonic sum
as the infinite sum

(25.1) Bos :=
∑
w

(
w
w

)
,

where the sum is over all finite words w with letters from A, i.e., over the
free monoid A∗ generated by A.

The fermionic sum is defined to be

(25.2) Ferm :=
∑
J⊂A

(−1)|J|
∑
σ∈SJ

(−1)invσ
(

i1 i2 · · · il
σ(i1)σ(i2) · · ·σ(il)

)
,

where J = {i1 < i2 < · · · < il} and SJ is the permutation group acting
on the set J .

The purpose of this chapter is to show that the identity

(25.3) Ferm×Bos = 1

holds in three associative algebras, quotients of A by ideals generated by
commutation rules defined as follows:
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(1) the commutative algebra, denoted by AMM , for which all biletters
commute:

(25.4)
(
x
a

)(
y
b

)
=

(
y
b

)(
x
a

)
for all a, b, x, y from A.

This is the classical version that goes back MacMahon’s “Master Theo-
rem,” although it was not stated as an identity of any sort of algebra,
but as the fact that two multivariable series had identical coefficients; see
Exercice 34.

(2) the partially commutative algebra à la Cartier-Foata, denoted by
ACF , defined by the commutation rules:

(25.5)
(
x y
a b

)
=

(
y x
b a

)
for all letters a, b, x, y from A and x 6= y.

See [CF69] and [Lo02, chap. 10] for more details.

(3) the right quantum algebra AGLZ à la Garoufalidis-Lê-Zeilberger
defined by the commutation rules

(25.6)
(R1)

(
xy
aa

)
=

(
yx
aa

)
for all letters a, x, y from A and x 6= y

(R2)
(
xy
ab

)
+

(
xy
ba

)
=

(
yx
ab

)
+

(
yx
ba

)
for all letters a, b, x, y from A and x 6= y, a 6= b.

See [FH07] for more details about the construction of the algebra and how
can be shown that the algebra is associative.

In the commutative case the right-hand side of (25.2) can also be
expressed as the determinant det(I − Cr) of the (r + 1) × (r + 1) matrix
(I − Cr), where I is the identity matrix and

(25.7) Cr :=



(
0
0

) (
0
1

) (
0
2

)
· · ·

(
0
r−1

) (
0
r

)(
1
0

) (
1
1

) (
1
2

)
· · ·

(
1
r−1

) (
1
r

)(
2
0

) (
2
1

) (
2
2

)
· · ·

(
2
r−1

) (
2
r

)
...

...
...

. . .
...

...(
r−1
0

) (
r−1
1

) (
r−1
2

)
· · ·

(
r−1
r−1

) (
r−1
r

)(
r
0

) (
r
1

) (
r
2

)
· · ·

(
r
r−1

) (
r
r

)


.

The formula det(I−Cr) is also valid when dealing with the above two non-
commutative algebras, as will be further explained, so that the “Master
Theorem” identity rewritten as

(25.8) det(I − Cr)× Bos = 1
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is to be established in each algebra AMM , ACF , AGLZ .

25.2. Circuit Calculus. A circuit is a biword whose top word is a
rearrangement of its bottom word. Each formal sum E =

∑
α c(α)α ∈ A

is said to be imaginary (resp. real), if c(α) = 0 for all circuits α (resp. non-
circuits α). The following properties, although easy to verify, are essential
for the proof of the theorem.

(P1) Each formal sum E can be decomposed in a unique way as a sum
of a real expression <(E) and an imaginary expression =(E):

E = <(E) + =(E).

(P2) The real part operator < and the imaginary part operator = are
linear. This means that for any two formal sums E, E′ and scalars c, c′

we have
<(cE + c′E′) = c<(E) + c′<(E′),
=(cE + c′E′) = c=(E) + c′=(E′).

(P3) The real part operator < and the imaginary part operator = are
idempotent and orthogonal to each other. This means that for every formal
sum E we have

<(<(E)) = <(E), =(=(E)) = =(E) and <(=(E)) = =(<(E) = 0.

(P4) If E, E′ are two nonzero expressions from R and if E is real, then
E ×E′ is real (resp. imaginary) if and only if E′ is real (resp. imaginary).

(P5) If E, E′ are two nonzero formal sums and if E is real, then

<(E × E′) = E ×<(E′).

Now, define the universe “Univ” to be the sum of all biwords whose
top words are nondecreasing, that is,

(25.9) Univ :=
∑
u,w

(
u

w

)
,

where u (resp. w) runs over the set of all nondecreasing words (resp. all
words) and where u and w are of the same length: ℓ(u) = ℓ(w)|. Both
Boson and Fermion are sums of circuits. Moreover, <(Univ) = Bos. Hence,
by (P5) identity (25.3) is equivalent to the following identity

(25.10) <(Ferm×Univ) = 1.
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25.3. “Master Theorem” within the algebra AMM . For i = 0, 1, . . . , r
define:

S
(r)
i :=

(
i

0

)
+

(
i

1

)
+ · · ·+

(
i

r

)
;(25.11)

K
(r)
i :=

1

1− S(r)
i

=
∑
n≥0

(S
(r)
i )n.(25.12)

Step 1. As the product of the top words in the product K
(r)
0 K

(r)
1 · · ·K

(r)
r

reads 00 . . . 0 11 . . . 1 . . . rr . . . r, we have:

(25.13) Univ = K
(r)
0 K

(r)
1 · · ·K(r)

r .

Step 2. Display det(I−Cr) with Cr defined in (25.7) and add its leftmost r
columns to its rightmost column, to obtain

(25.14) det(I − Cr) = det


1−

(
0
0

)
−
(
0
1

)
. . . 1− S(r)

0

−
(
1
0

)
1−

(
1
1

)
. . . 1− S(r)

1

...
...

. . .
...

−
(
r
0

)
−
(
r
1

)
. . . 1− S(r)

r


Step 3. Multiply each entry of the rightmost column in the resulting

determinant by Univ = K
(r)
0 K

(r)
1 · · ·K

(r)
r to get

(25.15) det(I − Cr)×Univ

= det


1−

(
0
0

)
−
(
0
1

)
. . . K

(r)
1 K

(r)
2 · · ·K

(r)
r

−
(
1
0

)
1−

(
1
1

)
. . . K

(r)
0 K

(r)
2 · · ·K

(r)
r

...
...

. . .
...

−
(
r
0

)
−
(
r
1

)
. . . K

(r)
0 K

(r)
1 · · ·K

(r)
r−1

 .

Step 4. Denote the minor of I − Cr at position (i, j) by Mij and derive
the Laplace cofactor expansion of the determinant with respect to the
rightmost column. This yields:

(25.16) det(I − Cr)×Univ

=
∑

0≤j≤r

(−1)r+j det(Mjr)K
(r)
0 · · ·K

(r)
j−1K

(r)
j+1 · · ·K

(r)
r .

Let 0 ≤ j ≤ r − 1. All the biwords occurring in the expansion of the
minor Mjr have no letters equal to j in their top words, as no biletter

(
j
i

)
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(0 ≤ i ≤ r) occurs in the minor. Furthermore, the sum K
(r)
j being

missing in the product K
(r)
0 · · ·K

(r)
j−1K

(r)
j+1 · · ·K

(r)
r , the same conclusion

holds for its expansion. Consequently, for each biword occurring in Fj :=

det(Mjr)K
(r)
0 · · ·K

(r)
j−1K

(r)
j+1 · · ·K

(r)
r there is a letter j in the bottom, but

none in the top. This means that Fj (j 6= r) does not contain any circuit.
By applying the operator < to both members of (25.16) we get <Fj = 0
for every j = 0, 1, . . . , r − 1 and then

(25.17) det(I − Cr)×<(Univ) = det(Mrr)×<(K(r)
0 K

(r)
1 · · ·K

(r)
r−1).

using Property (P5):

Step 5. When expanding the product K
(r)
0 K

(r)
1 · · ·K

(r)
r−1, the biwords

containing biletters
(
i
r

)
with 0 ≤ i ≤ r − 1 vanish under the application

of <. After removing such biwords there only remain the biwords from

the product K
(r−1)
0 K

(r−1)
1 · · ·K(r−1)

r−1 . As Mrr = I − Cr−1, we have by
induction:

det(I − Cr)×<(Univ)
= det(I − Cr)×<(K(r)

0 K
(r)
1 · · ·K(r)

r )

= det(I − Cr−1)×<(K(r−1)
0 K

(r−1)
1 · · ·K(r−1)

r−1 )

= det(I − Cr−2)×<(K(r−2)
0 K

(r−2)
1 · · ·K(r−2)

r−2 )

· · ·

= det(I − C0)×<(K(0)
0 ) = (1−

(
0
0

)
)× 1

1−
(
0
0

) = 1.

In view of (25.15) this proves identity (25.8) in AMM .

25.4. Further matricidal properties of the algebras ACF and AGLZ . Let
A = (ai,j)1≤i,j≤r be a square matrix whose entries are elements from
ACF (resp. AGLZ). Although these algebras are noncommutative, the
determinant of A can be defined to be

(25.18) det(A) =
∑
σ

(−1)invσaσ0,0aσ1,1 · · · aσr,r,

where σ runs over the permutation group SA of the set A, as long as the
ordering of the factors aσ0,0, aσ1,1, . . ., aσr,r is taken into account. Several
classical properties of the determinant still hold.

159



D. FOATA AND G.-N. HAN

(P6) Linearity. When writing matrices as sequences of their (r + 1)
columns (c0, c1, . . . , cr), we have

det(c0, . . . , ci, . . . , cr) + det(c0, . . . , b c
′
i, . . . , cr)

= det(c0, . . . , ci + b c′i, . . . , cr).

(P7) Cofactor expansion. Let A = (ai,j)0≤i,j≤r be a matrix with
entries from ACF (resp. AGLZ) and Aij be the matrix obtained from A
by deleting the i-th row and j-th column. Then,

det(A) =
r∑
i=0

(−1)r+1+i det(Air)air.

This is simply the usual cofactor expansion of det(A) with respect of its
rightmost column.

Let ai, bi, ci (i = 0, 1, . . . , r) and x, y be scalars and form the
(r + 1)× (r + 1)-matrix

A =


· · · a0 + b0

(
0
x

)
c0 + b0

(
0
y

)
. . .

· · · a1 + b1
(
1
x

)
c1 + b1

(
1
y

)
. . .

. . .
...

...
. . .

· · · ar + br
(
r
x

)
cr + br

(
r
y

)
. . .

 ,

where besides the two consecutive columns explicitly displayed the other
columns are arbitrary. Let B denote the matrix derived from A by
transposing those two consecutive columns.

(P8) Interchanging two columns. Let A and B be the two matrices
just defined. Then detA = − detB.

Property (P8) can be proved as follows. In the expansion of detA the
sum of the two terms

Sij := ± · · · (ai + bi
(
i
x

)
)(cj + bj

(
j
y

)
) · · · ∓ · · · (aj + bj

(
j
x

)
)(ci + bi

(
i
y

)
) · · ·

may be put in a one-to-one correspondence with the sum

Tij := ± · · · (ci + bi
(
i
y

)
)(aj + bj

(
j
x

)
) · · · ∓ · · · (cj + bj

(
j
y

)
)(ai + bi

(
i
x

)
) · · ·
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in the expansion of detB. But

Sij = ± · · ·
(
aicj + aibj

(
j
y

)
+ cjbi

(
i
x

)
+ bibj

(
ij
xy

)
− ajci − ajbi

(
i
y

)
− cibj

(
j
x

)
− bibj

(
ji
xy

))
· · ·

Tij = ± · · ·
(
ciaj + cibj

(
j
x

)
+ biaj

(
i
y

)
+ bibj

(
ij
yx

)
− cjai − cjbi

(
i
x

)
− bjai

(
j
y

)
− bibj

(
ji
yx

))
· · · .

Within the algebra ACF we have
(
ij
xy

)
=

(
ji
yx

)
, so that Sij = −Tij . Within

the algebra AGLZ the identity
(
ij
xy

)
−
(
ji
xy

)
= −

((
ij
yx

)
−
(
ji
yx

))
holds. As the

commutation relations can be made at any position within each biword
(using the associativity property of the right quantum algebra) we also
conclude that Sij = −Tij .

It is worth noticing that Property (P8) is only stated for very special
matrices. In general, the column interchanging property does not hold for
arbitrary matrices with entries from those two algebras.

As a consequence of Property (P8), we can state the following property.

(P9) Two identical columns. If the matrix A has the further property
that two of its columns are identical, that is, if ai = aj and bi = bj for
0 ≤ i < j ≤ r, then detA = 0.

For the proof, it suffices to write: permute columns i and i + 1, then
columns i + 1 and i + 2, · · ·, finally columns r − 2 and r − 1, We obtain
a matrix A′ whose rightmost two columns are identical. Property (P8)
implies that det(A′) = 0 and also det(A′) = ± det(A) = 0.

25.5. The “Master Theorem” for the algebras ACF and AGLZ . Starting
with the definition of the determinant given in (26.18) and using Prop-
erty 6 (linearity) the fermion matrix defined in (26.2) can also be expressed
as

Ferm = det(I − Cr) = det


1−

(
0
0

)
−
(
0
1

)
. . . −

(
0
r

)
−
(
1
0

)
1−

(
1
1

)
. . . −

(
1
r

)
...

...
. . .

...
−
(
r
1

)
−
(
r
2

)
. . . 1−

(
r
r

)
 .

Now examine how each Step 1, . . . , Step 5 can be validated for ACF
and AGJZ . First, Step 1 holds in both algebras. For Step 2 designate the
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(r + 1) columns of the matrix (I − Cr) by c0, c1, . . . , cr. By Propertiy 4
(Linearity) and (P9) (Two identical columns) we have:

det(c0, . . . , cr−1, cr + cr−1) =det(c0, . . . , cr−1, cr−1)+det(c0, . . . , cr−1, cr)

= det(c0, . . . , cr−1, cr),

By iteration,

det(c0, . . . , cr−1, cr + cr−1 + · · ·+ c0) = det(c0, . . . , cr−1, cr)

= det(I − Cr),

so that Step 2 is correct.
In Step 3 the multiplication (on the right) of the entry in the j-th

row (0 ≤ j ≤ r) and r-th column by Univ = K
(r)
0 · · ·K

(r)
j · · ·K

(r)
r yields

(1/K
(r)
j )K

(r)
0 · · ·K

(r)
j · · ·K

(r)
r , which is equal to K

(r)
0 · · ·K

(r)
j−1K

(r)
j+1 · · ·K(r)

when the K
(r)
i ’s commute with each other. It is obviously the case in LCF ,

because of the commutation rule (25.5) :
(
xy
ab

)
=

(
yx
ba

)
if x 6= y. However,

it requires a proof in the algebra AGLZ .

Lemma. In AGLZ we have: SiSj = SjSi and KiKj = KjKi.

Proof. It suffices to prove that the Si’s commute with each other.
Grouping the biwords by pairs if necessary we have:

SiSj =
∑
a<b

(

(
ij

ab

)
+

(
ij

ba

)
) +

∑
a

(
ij

aa

)
=

∑
a<b

(

(
ji

ab

)
+

(
ji

ba

)
) +

∑
a

(
ji

aa

)
= SjSi,

by using the commutation rules (25.6).

Finally, Step 4 and Step 5 only require the validity of the cofactor
expansion and manipulations with circuits, which are allowed in the the
two algebras LCF and AGLZ . This completes the proof of the “Master
Theorem.”

26. The decrease value theorem

The decrease value theorem, further stated, makes the calculation of
a certain multivariable statistical distribution on words possible. The
multivariable statistic in question involves the basic notions of decrease,
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increase and record, whose definitions are now introduced, together with
the classical descent and rise.

Let [0, r]∗ be the set of all words, whose letters belong to the finite
alphabet [0, r] = {0, 1, . . . , r} and let v = y1y2 · · · yn be such a word.
An integer i ∈ [1, n] is said to be a descent (or descent place) of v if
1 ≤ i ≤ n− 1 and yi > yi+1. The letter yi (resp. yi+1) is called a descent
value. (See Fig. 26.1, where part of the graph of the mapping i 7→ yi has
been partially drawn.)

•yi
@@•
yi descent value

yi+1

•yi • . .• • yj
@@•

yi decrease value

yj+1

Fig. 26.1 : Graph of a descent Fig. 26.2 : Graph of a decrease

The integer i is called a decrease of v if yi = yi+1 = · · · = yj > yj+1

for some j such that i ≤ j ≤ n − 1. The letter yi (resp. yj+1) is said
to be a decrease value of v. The set of all decreases (resp. descents) is
denoted by DEC(v) (resp. DES(v)). Each descent is a decrease, so that
DES(v) ⊂ DEC(v).

In parallel with the notion of decrease, an integer i ∈ [1, n] is said to
be an increase (resp. a rise) of v if yi = yi+1 = · · · = yj < yj+1 for some j
such that i ≤ j ≤ n (resp. if yi < yi+1). By convention, yn+1 = +∞. The
letter yi is said to be an increase value (resp. a rise value) of v. Thus, the
rightmost letter yn is always a rise and also an increase value. The set of
all increases (resp. rises) of v is denoted by INC(v) (resp. RISE(v)). Each
rise is an increase, so that RISE(v) ⊂ INC(v). (See Fig. 26.3 and 26.4.)

•yi ��
•

yi rise value

yi+1

•yi • . .• • yj��
•yj+1

yi increase value

Fig. 26.3 : Graph of a rise Fig. 26.4 : Graph of an increase

As, by convention, the rightmost letter of each word is always an
increase value, we have DEC(v) = ∅ and INC(v) = {1} for each single letter
word v. Let v = y1y2 · · · yn be a word of length n ≥ 2 and consider its
right factor yi+1yi+2 · · · yn with 1 ≤ i ≤ n− 1. If the right factor contains
no rise value besides yn and no descent value, then yi = yi+1 = · · · = yn
and yi is an increase value. Otherwise, consider the smallest integer k
such that i + 1 ≤ k ≤ n − 1 and yk is a rise (resp. descent) value, then
yi = yi+1 = · · · = yk and yk < yk+1 (resp. yk > yk+1). Therefore, yi is
a rise (resp. descent) value. Thus, DEC(v) and INC(v) are disjoint and for
each word v we have:

(26.5) DEC(v) + INC(v) = [1, n].
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Finally, a position i (1 ≤ i ≤ n) is said to be a record if yj ≤ yi for all j
such that 1 ≤ j ≤ i− 1. The letter yi is said to be a record value. The set
of all records of v is denoted by REC(v).

Taking the two inclusions DES(v) ⊂ DEC(v), RISE(v) ⊂ INC(v) into
account, the Venn diagram of the properties “DEC,” “INC,” “RISE,” “INC”
attached to each word involves eight subsets, as shown in Fig. 26.6.

DEC INCDES RISE
��

REC

Z X

Z′ X′

Y

Y′

T

T′

Fig. 26.6 : The Venn diagram of “DEC,” “INC,” “RISE,” “INC”

To each of the six components X ∪X′, Y, Y′, Z∪Z′, T, T′, mutually
disjoint, will be attached a family of commuting variables, as shown next:

X ∪X′ = DES←− (Xi),
Y = RISE \REC←− (Yi), Y′ = RISE∩REC←− (Y ′i ),
Z ∪ Z′ = (DEC \DES)←− (Zi),
T = (INC \RISE) \ REC←− (Ti), T′ = (INC \RISE) ∩ REC←− (T ′i ),

where i = 1, 2, . . .
The weight ψ(v) of each word v = y1y2 · · · yn will be defined by;

(26.6) ψ(v) :=
∏
i∈DES

Xyi

∏
i∈RISE\REC

Yyi
∏

i∈DEC\DES

Zyi

×
∏

i∈(INC\RISE)\REC

Tyi
∏

i∈RISE∩REC

Y ′yi

∏
i∈(INC\RISE)∩REC

T ′yi ,

where the argument “(v)” has not been written for typographic reasons.
For example, i ∈ RISE \REC stands for i ∈ RISE(v) \ REC(v).

For instance, for the word v = 32 5 5 8 8 6 6 3 0 0 1 4 0 3 8 the sets DES,
DEC, INC, RISE, REC of v are indicated by bullets.

v = 3 2 5 5 8 8 6 6 3 0 0 1 4 0 3 8
DES = • • • • • •
DEC = • • • • • • •
RISE = • • • • • • •
INC = • • • • • • • • •
REC = • • • • • •
ψ(v) = X3 Y2 T

′
5 Y
′
5 Z8 X

′
8 Z6 X6 X3 T0 Y0 Y1 X4 Y0 Y3 Y

′
8

The goal of this chapter is to prove the following theorem.
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Theorem 26.1 (The Decrease Value Theorem). With C being the
(r + 1)× (r + 1) matrix

C =



0
X1

1− Z1

X2

1− Z2
· · · Xr−1

1− Zr−1
Xr

1− Zr
Y0

1− T0
0

X2

1− Z2
· · · Xr−1

1− Zr−1
Xr

1− Zr
Y0

1− T0
Y1

1− T1
0 · · · Xr−1

1− Zr−1
Xr

1− Zr
...

...
...

. . .
...

...

Y0
1− T0

Y1
1− T1

Y2
1− T2

· · · 0
Xr

1− Zr
Y0

1− T0
Y1

1− T1
Y2

1− T2
· · · Yr−1

1− Tr−1
0


the generating function for the set [0, r]∗ by the weight ψ is given by

(26.7)
∑

v∈[0,r]∗
ψ(v) =

∏
0≤j≤r

(
1 +

Y ′j
1− T ′j

)
det(I − C)

.

Of course, the expression 1/ det(I−C) is too redolent of the MacMahon
Master Theorem [Mac13, p. 97-98] for not having it play a crucial role in
the proof of Theorem 26.1. It does indeed. However, further tools are
needed to complete the proof, in particular, the properties of the so-
called first fundamental transformation for arbitrary words, as developed
in Cartier-Foata [CaFo69] and also in Lothaire [Lo02, chap. 10].

26.1. The first fundamental transformation for arbitrary words revisited.
This transformation denoted by F1 may be described as follows. Start with
the word w = x1x2 · · ·xn from [0, r]∗ and let xi1 ≤ xi2 ≤ · · · ≤ xim
(1 = i1 < i2 < · · · < im ≤ n) be the non-decreasing sequence of
its record values, from left to right. Next, cut the word w before each
of these record values, to get the following factorization of the word w:
xi1w1 | xi2w2 | · · · | ximwm. Then, form the cyclic shifts w1xi1 , w2xi2 ,

. . . , wmxim , the cycles

(
w1xi1
xi1w1

)
,

(
w2xi2
xi2w2

)
, . . . ,

(
wmxim
ximwm

)
and set up

the factorization product F′1(w) :=

(
w1xi1 w2xi2 · · ·wmxim
xi1w1 xi2w2 · · ·ximwm

)
. Finally,

rearrange the vertical biletters of that two-row matrix in such a way
that the entries on the top row are in non-decreasing order, assuming
that two biletters

(
a
a′

)
,
(
b
b′

)
can commute only when a 6= b. We then
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obtain the two-row matrix F1(w) :=

(
v
v

)
=

(
z1 z2 · · · zn
y1 y2 · · · yn

)
. The reverse

transformation F−11 is fully described in [Lo02, chap. 10], where it is also
shown that to each integer i such that 1 ≤ i ≤ n − 1 and xi > xi+1

there corresponds a unique j such that zj = xi+1 < xi = yj in a bijective
manner. As a consequence, this latter property implies that descent and
so-called exceedance numbers are equidistributed on every rearrangement
class of words. A stronger property will be proved later when dealing with
so-called horizontal and vertical rearrangements.

Example. Start with the word w = 53 6 5 3 3 2 4 6 6 1 2 4 3 1 and cut it
before each record value to get w = 53 | 6 5 3 3 2 4 | 6 | 6 1 2 4 3 1. Form
the cyclic shifts 3 5, 5 3 3 2 4 6, 6, 1 2 4 3 1 6 and then the two-row matrix

F′1(w) =

(
3 5 5 3 3 2 4 6 6 1 2 4 3 1 6
5 3 6 5 3 3 2 4 6 6 1 2 4 3 1

)
. Finally, rearrange the vertical bilet-

ters as mentioned above to get F1(w) :=

(
u
u

)
=

(
1 1 2 2 3 3 3 4 4 5 5 6 6 6
6 3 3 1 5 5 4 2 2 3 6 4 6 1

)
.

26.2. Horizontal derangements. Call h-derangement (horizontal de-
rangement) each word from [0, r]∗ that has no equal letters in succession.

If w is such a word, let

(
wj xij
xij wj

)
be one of its cycles attached to it (using

the notation of the previous section). To avoid cumbersome sub-subscripts

write it as

(
a1 a2 · · · aℓ−2 aℓ−1 xij
xij a1 a2 · · · aℓ−2 aℓ−1

)
. If this cycle is of length ℓ ≥ 2, then

all its vertical biletters

(
a1
xi1

)
,

(
a2
a1

)
, . . . ,

(
xi1
aℓ−1

)
have different top and

bottom letters: a1 6= xij , a2 6= a1, . . . , xij 6= aℓ−1.
On the contrary, if the cycle is of length ℓ = 1, so that it is reduced to

a single biletter

(
xij
xij

)
, whose top and bottom letters are equal, then xij

is both a rise and record value [in short, a riserecord ] of the word w.
The equality xi = xi+1 occurs in the word w = x1x2 · · ·xn if and only

if xi is either a decrease, but not a descent value, or an increase, but not
a rise. Accordingly, if w is an h-derangement, then (DEC \DES)(w) = ∅,
(INC \RISE \REC)(w) = ∅, (INC \RISE∩REC)(w) = ∅. If, furthermore, the
h-derangement w has no riserecord, then (RISE∩REC)(w) = ∅, so that

(26.8) ψ(w) =
∏

a∈DES(w)

Xa ×
∏

b∈(RISE \REC)(w)

Yb,

For each pair of distinct integers (a, b) from [0, r] define

(26.9) Φ

(
a

b

)
:=

{
Xb, if b > a;
Yb if b < a;
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where Xa and Yb refer to the commuting variables introduced in (26.6),
indicating that the letter a (resp. b) is a descent (resp. a rise, but not a
record) value. Furthermore, extend Φ to an homomorphism defined on the
free monoid [0, r]∗.

Proposition 26.2. Let w = x1x2 · · ·xn be an h-derangement having no
riserecords. Then, (26.8) holds and also

(26.10) Φ(F1(w)) = ψ(w).

Proof. Consider the factorisation product

F′1(w) =

(
w1xi1 w2xi2 · · ·wmxim
xi1w1 xi2w2 · · ·ximwm

)
, introduced in the construction of

F1(w), also written as F′1(w) =

(
c1 c2 · · · cn
x1 x2 · · ·xn

)
and one of its cy-

cles

(
wj xij
xij wj

)
=

(
a1 a2 · · · aℓ−2 aℓ−1 xij
xij a1 a2 · · · aℓ−2 aℓ−1

)
. Next, set up the mapping(

ci
xi

)
7→ xixi+1 for i = 1, 2, . . . , n, where xn+1 = +∞ by convertion.

Its action on the biletters of the cycle

(
wj xij
xij wj

)
reads:

(
a1
xij

)
7→ xija1,(

a2
a1

)
7→ a1a2, . . . ,

(
aℓ−1
aℓ−2

)
7→ aℓ−1aℓ−2,

(
xij
aℓ−1

)
7→ aℓ−1xij+1

, where

xij+1
is the record value following aℓ−1 in the word w, or +∞ when dealing

with the rightmost cycle. In any case, both inequalities aℓ−1 < xij and
aℓ−1 < xij+1 hold, as aℓ−1 < xij ≤ xij+1 , since both xij and xij+1 are two
successive records.

Consequently, ci 6= xi for all i = 1, 2, . . . , n, as w has no equal letters
in succession. Furthermore, for 1 ≤ j ≤ n − 1 we have: cj < xj (resp.
cj > xj) if and only if xj > xj+1 (resp. xj < xj+1), that is, if and
only if xj is a descent (resp. a rise) value of the word w = x1x2 · · ·xn.

As F1(w) =

(
z1 z2 · · · zn
y1 y2 · · · yn

)
is obtained from F′1(w) by a well-defined

permutation of its biletters, there corresponds to each descent value
xi > xi+1 and variable Xi (resp. rise value xi < xi+1 and variable Yi)

of w a unique biletter

(
zj
yj

)
such that zj > yj (resp. zj < yj). This

establishes (26.10).

Example. The word w = 53 6 5 3 2 4 6 1 2 4 3 1 is a horizontal derange-
ment. By cutting it before each record value one gets w = 53 | 6 5 3 2 4 |
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6 1 2 4 3 1 =: w1 | w2 | w3, so that w has no riserecord. Next,

F′1(w) =

3 5 5 3 2 4 6 1 2 4 3 1 6
∧ ∨ ∧ ∧ ∧ ∨ ∨ ∧ ∨ ∨ ∧ ∧ ∨
5 > 3 < 6 > 5 > 3 > 2 < 4 < 6 > 1 < 2 < 4 > 3 > 1

 .

Note that each right angle with three entries is of the form

a
∧
b >a

 ora
∨
b <a

; except the second one

5
∨
3 < 6

 and

6
∨
1 <+∞

 (by conven-

tion), but in each case the entry in the corner of the right angle is either
greater, or smaller than both its ends.

By rearranging the vertical biletters of F′1(w) in such a way that the
entries on the top row are in nondecreasing order, assuming that two
biletters

(
a
a′

)
,
(
b
b′

)
can commute only when a 6= b, we obtain the two-

row matrix F1(w) =

(
1 1 2 2 3 3 3 4 4 5 5 6 6
6 3 3 1 5 5 4 2 2 3 6 4 1

)
. As the variables Xi and Yj

commute with each other, we have:

ψ(w) = X5Y3X6X5X3Y2Y4X6Y1Y2X4X3Y1;

= X6X3X3Y1X5X5X4Y2Y2Y3X6Y4Y1;

= Φ

(
1

6

)
Φ

(
1

3

)
Φ

(
2

3

)
Φ

(
2

1

)
· · · ;

= Φ(F1(w)).

26.3. Vertical derangements. Call v-derangement (vertical derange-
ment) the image under the first fundamental transformation F1 of each
h-derangement having no riserecords, so that the following definition can
be stated.

Definition. A word w = x1x2 · · ·xn from [0, r]∗ Is said to be a v-

derangement (vertical derangement), if the biword

(
w
w

)
=

(
x1 x2 · · ·xn
x1 x2 · · ·xn

)
,

where w = x1x2 · · ·xn is obtained from w by rearranging its letters in non-
decreasing order, has no (vertical) biletter

(
xi

xi

)
such that xi = xi.

The set of all h-derangements (resp. all v-derangements) is denoted
by [0, r]∗h (resp. by [0, r]∗v). As proved in the previous Proposition, the
transformation F1 provides a bijection of the set of all h-derangements
having no riserecords onto [0, r]∗v. The next step is to construct a bijection
of all of [0, r]∗h onto the Cartesian product StrictInc(r) × [0, r]∗v, where
StrictInc(r) is the set of all the 2r+1 strictly increasing words x1x2 · · ·xℓ
such that 0 ≤ ℓ ≤ r and 0 ≤ x1 < x2 < · · · < xi ≤ r
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Consider an h-derangement w = x1x2 · · ·xn. Each riserecord of w has
two characteristics: (i) there are no riserecord values to its left in w
equal to it; (ii) the letter to its immediate right is necessarily a record
value (rise or descent). Consequently, the subword w0 := xh1xh2 · · ·xhs

(1 ≤ h1 < h2 < · · · < hs ≤ n) of w, made of all the letters of w, which are
riserecords, is strictly increasing.

Let v0 be the word derived from w after removal of w0. Properties (i)
and (ii) imply that to reconstruct the word w from the pair (w0, v0) it
suffices to insert xhs

just before the leftmost record of v0 greater than xhs
,

assuming that xn+1 = +∞ is a record by convention. Let v0,1 be the word
just obtained. Next, insert xhs−1 into v0,1 just before the leftmost record
of v0,1 greater than xhs−1

, and so on. Continue in the same way until
the smallest riserecord xh1

is inserted into the word v0,s−1 derived by the
procedure. Accordingly, the following propositions holds.

Proposition 26.3. Let w = x1x2 · · ·xn be an h-derangement and w0 =
xh1

xh2
· · ·xhs

be the subword of w made of all the riserecord values of w.
Let v0 be the word derived from w after deleting the letters of w0 and let

F1(v0) :=

(
u
u

)
. Then,

(i) the subword w0 is strictly increasing: xh1 < xh2 < · · · < xhs ;
(ii) the mapping w 7→ (w0, u) provides a bijection of [0, r]∗h onto the

Cartesian product StrictInc(r)× [0, r]∗v having the property:

ψ(w) = ψ(w0)ψ(v0),(26.11)

also equal to

= ψ(w0)Φ

(
u

u

)
(26.12)

by (26.10).

Example. Consider the following h-derangement w, where the risere-
cords have been reproduced in bold-face:
w = 2 | 5 3 | 5 | 6 5 3 2 4 | 6 1 2 4 3 1 | 6.

The pair (v0, w0) reads:
v0 = 256, w0 = 53 6 5 3 2 4 6 1 2 4 3 1.

For the reinsertion of w0 into v0 insert 6 to the right of v0, next 5 just
before the leftmost letter equal to 6; finally, 2 to the extreme left. The

biword F1(v0) =

(
u
u

)
has been derived in the previous two examples.
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It follows from Proposition 26.3 (i) that all the letters of w0 are
riserecords, so that ψ(w0) only involves variables Y ′j . Thus,

(26.13)
∑

w0∈StrictInc(r)

ψ(w0) =
∏

0≤j≤r

(1 + Y ′j ).

Furthermore, Proposition 26.3 (ii) implies∑
w∈[0,r]∗

h

ψ(w) =
∑

w0∈StrictInc(r)

ψ(v0)
∑

u∈[0,r]∗v

Φ

(
u

u

)

=
∏

0≤j≤r

(1 + Y ′j ) Φ
( ∑
u∈[0,r]∗v

(
u

u

))
.(26.14)

The calculation of the generating function
∑

u∈[0,r]∗v

(
u
u

)
for the vertical

v-derangements was derived in Exercice 35 in the form

(26.15)
∑

u∈[0,r]∗v

(
u

u

)
=

1

det(I − C ′r)
,

where C ′r is the ((r + 1)× (r + 1) matrix

C ′r =



0
(
0
1

) (
0
2

)
· · ·

(
0
r−1

) (
0
r

)(
1
0

)
0

(
1
2

)
· · ·

(
1
r−1

) (
1
r

)(
2
0

) (
2
1

)
0 · · ·

(
2
r−1

) (
2
r

)
...

...
...

. . .
...

...(
r−1
0

) (
r−1
1

) (
r−1
2

)
· · · 0

(
r−1
r

)(
r
0

) (
r
1

) (
r
2

)
· · ·

(
r
r−1

)
0


.

26.4. End of the proof of Theorem 26.1. By definition of Φ (given in
(26.9)) and (26.15) we conclude::

∑
w∈[0,r]∗

h

ψ(w) =
∏

0≤j≤r

(1 + Y ′j ) Φ
( ∑
u∈[0,r]∗v

(
u

u

))
=

∏
0≤j≤r

(1 + Y ′j ) Φ(1/ det(I − C ′r))

=
∏

0≤j≤r

(1 + Y ′j ) (1/ det(I − C ′′)),
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where

C ′′ =



0 X1 X2 · · · Xr−1 Xr

Y0 0 X2 · · · Xr−1 Xr

Y0 Y1 0 · · · Xr−1 Xr

...
...

...
. . .

...
...

Y0 Y1 Y2 · · · 0 Xr

Y0 Y1 Y2 · · · Yr−1 0


Let w = x1x2 · · ·xn be a word from [0, r]∗. The key of w is defined to
be the h-derangement v derived from w by erasing all letters xi such
that xi = xi+1. For instance, the key of w = 324455531114135 is the
h-derangement v = 3245314135.

Let β be the substitution of variables defined by

(26.16) β := {Xi ← Xi/(1− Zi), Yi ← Yi/(1− Ti), Y ′i ← Y ′i /(1− T ′i )}.

Then, the generating function for the set of all w whose key is v by the
weight ψ is given by ∑

w, key(w)=v

ψ(w) = β ψ(v).

Hence, ∑
w∈[0,r]∗

ψ(w) =
∑

v∈[0,r]∗
h

∑
key(w)=v

ψ(w) =
∑

v∈[0,r]∗
h

β ψ(v)(26.17)

= β
( ∑
v∈[0,r]∗

h

ψ(v)
)

= β

∏
0≤j≤r

(
1 + Y ′j

)
det(I − C ′′)

=

∏
0≤j≤r

(
1 + β Y ′j

)
det(I − β C ′′)

=

∏
0≤j≤r

(
1 +

Y ′j
1− T ′j

)
det(I − C)

.

27. The Decrease Value Theorem; from words to permutations

The goal of this chapter is to make use of the various applications of
the Decrease Value Theorem for calculating the distributions of several
multivariable statistics, no longer on arbitrary words, but on classical
groups, essentially, the symmetric group and possibly the hyperoctahedral
group. The basic tool to transfer the calculation from words to groups is to
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explore the properties of the Gessel-Reutenauer standardization [GeRe93],
which is based on the theory of Lyndon words. An excellent review of this
latter theory can be found in Lothaire’s book [Lo83, pp. 64–68].

27.1. Lyndon words. Let l = x1x2 · · ·xn be a nonempty word from
[0, r]∗; it is said to be a Lyndon word, if either n = 1, or if n ≥ 2
and, with respect to the lexicographic order, the inequality x1x2 · · ·xn >
xixi+1 · · ·xnx1 · · ·xi−1 holds for every i such that 2 ≤ i ≤ n. Classically,
each Lyndon word is defined to be the minimum within its class of cyclic
rearrangements. The modification in here is made for convenience.

Let w, w′ be two nonempty primitive words (none of them can be
expressed as vb, where v is a word and b an integer greater than or equal
to 2). We write w � w′ if and only if wb ≤ w′b, with respect to the
lexicographic order, when b is large enough. The main result on Lyndon
words is the following (see [Lo83, Theorem 5.1.5]):

Theorem 27.1. Each nonnempty word w, whose letters are nonnegative
integers, can be written uniquely as a product l1l2 · · · lk, where each li is
a Lyndon word and l1 � l2 � · · · � lk.

For instance, the factorization of the following word as a nondecreasing
product of Lyndon words with respect to “�” [in short, Lyndon word
factorization] is indicated by vertical bars:

w =| 2 | 3 2 1 1 | 3 2 | 3 2 | 3 | 5 | 6 4 1 | 6 6 3 1 6 6 2 | 6 |

For instance, 6 6 3 1 6 6 2 � 6 holds, since 6 6 3 1 6 6 2 < 6 6 6 6 · · ·

27.2. The Gessel-Reutenauer standardization. Recall that the number
of descents of each permutation σ ∈ Sn is denoted by “des σ.” By Sn,≤r
is meant the set of all σ ∈ Sn such that des σ ≤ r. Moreover, the set of
all words from [0, r]∗ of length n is designated by [0, r]n and the subset of
all its non increasing words w = x1x2 · · ·xn (r ≥ x1 ≥ x2 ≥ · · · ≥ xn ≥ 0)
by NIWn(r). The Gessel-Reutenauer standardization is a bijection

(27.1)
w 7→ (σ, c)

[0, r]n −→ {(σ, c) : σ ∈ Sn,≤r, c ∈ NIWn(r − desσ)}.

Example. For r = 1 and n = 3 the number of words from [0, r]n is
equal to 23 = 8 and Sn,≤r consists of the permutations 123, 213, 312, 132,
231. There are 8 pairs (σ, c) corresponding to words from [0, 1]3 in (27.1),
namely, (123, 000), (123, 100), (123, 110), 123, 111), (213, 000), (312, 000),
(132, 000), (231, 000).
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It is convenient to denote each non increasing word from NIWn(r), either
as m = c1c2 · · · cn, or as mn1

1 mn2
2 · · ·mns

s under the conditions:

(27.2) r ≥ m1 > m2 > · · · > ms ≥ 0 (n1 + n2+· · ·+ns=n),
n1 ≥ 1, n2 ≥ 1, . . . , ns ≥ 1.

Let R(m) be the set of all the n!/(n1!n2! . . . ns!) rearrangements of m.
If w belongs to R(m), we shall write: c(w) = m. Note that [0, r]n is the
disjoint union of all the R(m) with m satisfying conditions (27.2).

The main idea behind was to imagine that the Lyndon word factoriza-
tion of a word w from each R(m) could serve to build up a permutation σ,
whose cycles would have the same lengths as the lengths of the Lyndon
factors of w, and provide a total ordering of all the letters of w. To ac-
complish this goal it suffices to start with the Lyndon word factorization
(l1, l2, . . . , lk) of w. If x is a letter of the factor li = y1 · · · yj−1xyj+1 · · · yh,
form the cyclic rearrangement cyc(x) := xyj+1 · · · yhy1 · · · yj−1. When the
Lyndon factor is the one-letter l = x, it is convenient to let the cyclic
rearrangement be a word xx · · · x with an arbitrary number of x’s (see,
for instance, the example at the end of the previous subsection). If x, y are
two letters of w, say that x precedes y, if cycx succ cyc y, or if cyc x = cyc y
and the letter x is to the right of the letter y in the word w.

This defines a total ordering, as two letters from the same Lyndon
factor li precede one another, because li is primitive, as well as two letters
from different factors, because the Lyndon factors are themselves totally
ordered. Accordingly, to each integer i (1 ≤ i ≤ n) there corresponds
a unique integer σ̌(i), which is the number of letters in the word w =
x1x2 · · ·xn preceding xi plus one.

When replacing each letter xi in the Lyndon word factorization of w
by σ̌(i), we obtain a word σ̌ := σ̌(1)σ̌(2) · · · σ̌(n) which is a permutation of
1 2 . . . n. Accordingly, for i 6= j, the letter xσ̌−1(i) precedes xσ̌−1(j) if and
only if, either cyc(xσ̌−1(i)) succ cyc(xσ̌−1(j)), or cyc(xσ̌−1(i)) = cyc(xσ̌−1(j))
and i > j. Moreover, the mapping w 7→ σ̌ is an injection of R(m) into Sn,
and the word xσ̌−1(1)xσ̌−1(2) · · ·xσ̌−1(n) is nothing but the monotonic
nonincreasing rearrangement c(w) = m = mn1

1 mn2
2 · · ·mns

s of w.

Now, the word σ̌ can be split as a product v1 | v2 | · · · | vk, where
each vi has the same length as the Lyndon factor li (1 ≤ i ≤ k). As the
Lyndon word factorization of w is a non decreasing product of factors, the
splitting of the word σ̌ defines a decreasing product v1 > v2 > · · · > vk
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with respect to the lexicographic order and each factor vi starts with its
minimum letter.

Id= 1 2 · · · n
w = x1 x2 · · · xn = l1 | l2 | · · · | lk
σ̌ = σ̌(1) σ̌(2) · · · σ̌(n)= v1 | v2 | · · · | vk

σcyc =(v1) (v2) · · · (vk)


Fig. 27.1 : The construction of the permutation σ.

The vertical bars can be further reinterpreted as defining the cycle
decomposition of a new permutation, expressed as a product of disjoint
cycles, as shown in Fig. 27.1, where the notation σcyc has been adopted,

while the usual two-row matrix is denoted by σ =

(
1 2 · · · n

σ(1)σ(2) · · ·σ(n)

)
,

If (vi) reads
(
i1 i2 · · · im

)
as a cycle, then σ(i1) = i2, σ(i2) = i3,

. . . , σ(im−1) = im, σ(im) = σ(i1). When going through the cycles
of σ from left to right, the cycles start with their minima and they
are in decreasing order. See Example 27.2 further displayed. Also, the
mapping σ = σ(1)σ(2) · · ·σ(n) 7→ σ̌ = σ̌(1)σ̌(2) · · · σ̌(n) is nothing but
the classical bijection, known as the First Fundamental Transformation,
fully described in Lothaire’s book [Lo83, § 16.2]. Hence, the composition
product w 7→ σ̌ 7→ σcyc 7→ σ is an injection of R(m) into Sn we shall
denote by ϕ : w 7→ σ = ϕ(w).

Property 27.2. Let c(w) = m = c1c2 · · · cn as defined in (27.2) and
σ = ϕ(w). Then, σ(i) > σ(i+ 1)⇒ ci > ci+1.

Proof. Suppose that ci = ci+1, that is, xσ̌−1(i) = xσ̌−1(i+1), so that we
have(

w= · · ·xσ̌−1(i) · · ·xσ̌−1(i+1) · · ·
σ̌ = · · · i · · · (i+ 1) · · ·

)
or

(
w= · · ·xσ̌−1(i+1) · · ·xσ̌−1(i) · · ·
σ̌ = · · · (i+ 1) · · · i · · ·

)
The cycles cyc(xσ̌−1(i)) and cyc(xσ̌−1(i+1)) that serve to define the pre-
ceding order have both their first letters equal to ci. Also, by defini-
tion of σ, the cycles cyc(xσ̌−1(i)) and cyc(xσ̌−1(i+1)) may be written:
xσ̌−1(i) xσ̌−1(σ(i)))u and xσ̌−1(i+1) xσ̌−1(σ(i+1))) v, respectively, where u and
v are two words, possibly empty. In case where xσ̌−1(j) (j = i or (i+1)) is
a one-letter Lyndon factor, we simply have: cyc(xσ̌−1(j) = xσ̌−1(j) xσ̌−1(j ,
as σ(j) = j.

By deleting these first letters and adding xσ̌−1(i) and xσ̌−1(i+1) to the
right of the cycles, respectively, we get :

cyc(xσ̌−1(σ(i)) = xσ̌−1(σ(i)) uxσ̌−1(i);

cyc(xσ̌−1(σ(i+1))) = xσ̌−1(σ(i+1)) v xσ̌−1(i+1);
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As xσ̌−1(i) precedes xσ̌−1(i+1) by definition of σ̌, the letter xσ̌−1(σ(i)

precedes xσ̌−1(σ(i+1). If cyc(xσ̌−1(σ(i)) succ cyc(xσ̌−1(σ(i+1)), then σ(i) <
σ(i + 1). Otherwise, cyc(xσ̌−1(σ(i)) = cyc(xσ̌−1(σ(i+1)) and xσ̌−1(σ(i) is to
the right of xσ̌−1(σ(i+1) in w. As each Lyndon factor is primitive, the latter
two letters cannot belong to the same Lyndon factor and the former is to
the right of the latter one. Accordingly, σ(i) < σ(i+ 1): w = · · · | · · · xσ̌−1(σ(i+1)) · · · | · · · xσ̌−1(σ(i) · · · | · · ·

σ̌ = · · · | · · · σ̌(i+ 1) · · · | · · · σ̌(i) · · · | · · ·
σcyc= · · · ( · · · σ(i+ 1) · · · ) ( · · · σ(i) · · · ) · · ·


Now, let S(n;n1, n2, . . . , ns) be the subset of Sn of all permutations τ ,

whose descent sets “DES τ” are contained in the set {n1, n1 +n2, . . . , n1 +
n2+· · ·+ns−1}. This is equivalent to saying that the word τ(1)τ(2) · · · τ(n)
is the juxtaposition product of s increasing factors τ(1)τ(2) · · · τ(n1),
τ(n1 +1)τ(n1 +2) · · · τ(n1 +n2), . . . , τ(n−ns+1)τ(n−ns+2) · · · τ(n);
in particular, des τ ≤ s − 1 ≤ r. But the number of such permutations is
also equal to n!/(n1!n2! . . . ns!). On the other hand, Property 27.2 says
that if c(w) = m and ϕ(w) = σ, then each inequality σ(i) < σ(i + 1)
implies ci = ci+1, so that σ belongs to S(n;n1, n2, . . . , ns). Thus, R(m)
is mapped under the injection ϕ onto a set of equal cardinality. It is
then a bijection of R(m) onto S(n;n1, n2, . . . , ns). Moreover, if σ belongs
to S(n;n1, n2, . . . , ns), then des σ ≤ s − 1 ≤ r. Thus, the union of all
sets S(n;n1, n2, . . . , ns) where n1, n2, . . . , ns are positive of sum n and
s ≤ r+1 is simply the setSn,≤r. Note that the setsS(n;n1, n2, . . . , ns) are
not disjoint from each other, as the identity permutation 12 · · ·n belongs
to all of them.

Definition. Let m be a non increasing word satisfying conditions
(27.2) and σ ∈ Sn. Say that σ is compatible with m [in short, “σ
comp.” m], if σ belongs to S(n;n1, n2, . . . , ns), or, equivalently, if DESσ ⊂
{n1, n1 + n2, . . . , n1 + n2 + · · ·+ ns−1}.

Altogether, the mapping

(27.3)
w 7→ (ϕ(w), c(w))

[0, r]n −→ {(σ,m) : σ ∈ Sn,≤r, m ∈ NIWn(r), σ comp. m}

Is bijective. The latter condition on the pair (σ,m) will be reinterpreted
by using the descent coding z(σ) introduced in Chapter 7, formula (5.2).
For each permutation σ ∈ Sn let z(σ) = z1z2 · · · zn be the word defined
for i = 1, 2, . . . , n by

(27.4) zi := #{j : i ≤ j ≤ n− 1, σ(j) > σ(j + 1)}.
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Each component zi is the number of descents of σ, i.e., the number of j
such that i ≤ j ≤ n − 1 and σ(j) > σ(j + 1) within the right factor
σ(i)σ(i+ 1) · · ·σ(n). In particular, z1 = desσ.

Example. The bijection defined in (27.3) is next illustrated with the
case r = 1, n = 3. As further explained, c := m− z componentwise.

w σ̌ σ m z c
| 0 | 0 | 0 | | 3 | 2 | 1 | 1 2 3 0 0 0 0 0 0 0 0 0
| 1 0 0 | | 1 3 2 | 3 1 2 1 0 0 1 0 0 0 0 0
| 0 | 1 0 | | 3 | 1 2 | 2 1 3 1 0 0 1 0 0 0 0 0
| 0 | 0 | 1 | | 3 | 2 | 1 | 1 2 3 1 0 0 0 0 0 1 0 0
| 1 1 0 | | 1 2 3 | 2 3 1 1 1 0 1 1 0 0 0 0
| 1 0 | 1 | | 2 3 | 1 | 1 3 2 1 1 0 1 1 0 0 0 0
| 0 | 1 | 1 | | 3 | 2 | 1 | 1 2 3 1 1 0 0 0 0 1 1 0
| 1 | 1 | 1 | | 3 | 2 | 1 | 1 2 3 1 1 1 0 0 0 1 1 1

Fig. 27.2 : The bijections w 7→ (σ,m) 7→ (σ, c) for r = 1, n = 3.

Property 27.3. Let m = c1c2 · · · cn = mn1
1 mn2

2 · · ·mns
s satisfy conditions

(27.2) and σ be compatible with m. In particular, desσ ≤ r. Define

(27.5) ci := ci − zi (i = 1, 2, . . . , n) and c := c1c2 · · · cn.
Then, the word c belongs to NIW(r − desσ).

Conversely, if z(σ) = z1z2 · · · zn is the word defined by (27.4), corre-
sponding to a permutation σ such that desσ ≤ r and if c belongs to
NIW(r − desσ), then c = c1c2 · · · cn defined by c = z + c componentwise,
belongs to NIWn(r). Moreover, if c = mn1mn2 · · ·mns

s , when expressed
with notations (27.2), then σ belongs to S(n;n1, n2, . . . , ns).

Proof. In the interval {i.i+1, . . . , n} there are exactly zi integers j for
which σ(j) > σ(j+1), and then zj integers such that cj ≥ cj+1+1. Hence,
ci ≥ cn+ zi ≥ zi. If i is a descent, then ci ≥ ci+1 +1 and zi = zi+1 +1, so
that ci = ci + zi ≥ ci+1 − zi+1 = ci+1; otherwise, ci ≥ ci+1 and zi = zi+1,
and the same consequence prevails. In particular, c1 = c1− z1 ≤ r−desσ.
Finally, cn = cn − zn = cn ≥ 0.

For proving the converse note that c = z+c is obviously non increasing,
as sum of two such words. Next, if σ(i) > σ(i + 1) and so zi = zi+1 + 1.
This implies that či = zi + ci = zi+1 + 1 + ci+1 > zi+1 + ci+1 = čI+1,
which implies that σ belongs to S(n;n1, n2, . . . , ns).

Property 27.4. The mapping

(27.6) (σ,m) 7→ (σ, c)
{(σ,m) : σ ∈ Sn,≤r,

m ∈ NIWn(r), σ comp. m} −→ {(σ, c) : σ ∈ Sn,≤r,
c ∈ NIWn(r − desσ)}

is bijective.
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Proof. Let (σ, c), (σ, c′) be the images of the pairs (σ,m), (σ,m′) and
let m = c1c2 · · · cn 6= m′ = c′1c

′
2 · · · c′n, so that we may assume that

c1c2 · · · cj = c′1c
′
2 · · · c′j , but cj+1 > c′j+1 for some j (1 ≤ j ≤ n − 1),.

By (27.5) this implies cj+1 > c′j+1 and then c 6= c′. The mapping is
truly injective. Furthermore, the converse of Proposition 27.4 says that
the mapping is also surjective.

With the composition product w 7→ (σ,m) 7→ (σ, c) of the two bijections
displayed in (27.3) and (27.6) the Gessel-Reutenauer standardization has
been fully described, as announced in (27.1).

27.3. The construction of the bijection w 7→ (c, σ). It is illustrated in
the next example: start with a word w from [0, r]∗ and make up all the
steps previously defined, that is,

(27.7) w 7→ (l1, l2, . . . , lk) 7→ (σ̌,m) 7→ (σcyc,m) 7→ (σ,m) 7→ (σ, c),

w = 2 | 3 2 1 1 | 3 2 | 3 2 | 3 | 5 | 6 4 1 | 6 6 3 1 6 6 2 | 6
σ̌ = 17 | 12 18 22 21 | 11 16 | 10 15 | 9 | 7 | 4 8 20 | 2 5 13 19 3 6 14 | 1

σcyc = (17) (12 18 22 21) (11 16) (10 15) (9) (7) (4 8 20) (2 5 13 19 3 6 14) (1)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

σ =

( )
1 5 6 8 13 14 7 20 9 15 16 18 19 2 10 11 17 22 3 4 12 21

m = 6 6 6 6 6 6 5 4 3 3 3 3 3 2 2 2 2 2 1 1 1 1
z = 4 4 4 4 4 4 3 3 2 2 2 2 2 1 1 1 1 1 0 0 0 0
c = 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1


Example 27.2 : The bijection w 7→ (c, σ)

In the example n = 22. The first row contains the starting word w,
whose Lyndon factorization has been indicated by vertical bars. In the
second row each letter x of w is replaced by its rank with respect to the
“≺” order. For instance, the rightmost letter 6, whose cyclic rearrangement
666. . . is the greatest one, gets rank 1. The word w has two Lyndon
factors equal to (3 2); the letters in the left factor get ranks greater than
the letters in the right one. The third row has the same block splitting
as the second row, but the blocks, now between parentheses, serve to
define a permutation σcyc as a product of cycles. The next row shows the
same permutation, expressed as a two-row matrix. Next, comes the non
increasing rearrangement c(w) = m of w, then the word z defined in (27.4)
and finally the word c := c− z.

The reverse bijection (σ, c) 7→ w consists of starting with a permu-
tation σ from Sn,≤r and a word c = c1c2 · · · cn from NIWn(r − desσ).
Next, display the word z = z1z2 · · · zn defined by (27.4) and add it to c
componentwise. This yields a non increasing word m = c1c2 · · · cn from
NIWn(r). Moreover, since zi > zi+1 if and only if i is a descent of σ,
we have: ci = ci+1 ⇒ σ(i) < σ(i + 1), that is, σ comp. m. Next, the
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bijection σ 7→ σcyc maps the two-matrix σ onto the product σcyc of its
disjoint cycles, with the convention that each cycle starts with its min-
imum element, and these minima are in decreasing order when reading
the whole product from left to right. This is the essential step in the
construction. Removing the parentheses of the cycles leads to the word
σ̌ = σ̌(1)σ̌(2) · · · σ̌(n). As desσ ≤ r,. There corresponds a unique word w
from [0, r]∗ to σ under the the inverse of the bijection displayed in (27.3),
given by w = x1x2 · · ·xn = cσ̌(1)cσ̌(2) · · · cσ̌(n).

27.4. A further property of the bijection w 7→ (c, σ). As defined in
Chapter 26, the integer i (1 ≤ i ≤ n − 1) is said to be a decrease (resp.
increase) of the word w = x1x2 · · ·xn, if xi = xi+1 = · · · = xj > xj+1 for
some j such that i ≤ j ≤ n − 1 (resp. if xi = xi+1 = · · · = xj < xj+1 for
some j such that i ≤ j ≤ n). By convention, xn+1 = +∞. The letter xi
is then said to be a decrease value (resp. increase value). Note that the
rightmost letter xn is always an increase value. The number of decrease
(resp. of increase) values in w is denoted by decw (resp. by incw), while
the set of all its decrease (resp. increase) values by RECw (resp. INCw).
Also, xi (1 ≤ i ≤ n) is said to be a record value of w if xj ≤ xi for all j
such that 1 ≤ j ≤ i − 1. Finally, the number of letters of w, which are
both increase and record values is denoted by inrecw.

Beside the number of descents “des σ” of each permutation σ from Sn

already introduced, mention the number or rises “riseσ,” simply equal to
n− 1− desσ (n ≥ 2), and recall that the number of excedances, “excσ,”
is defined to be the number of i’s such that 1 ≤ i ≤ n − 1 and i < σ(i).
Finally, the number of fixed points of σ (number of i’s such that σ(i) = i)
is denoted by fix σ.

Property 27.5. Along the chain of bijections w 7→ (σ̌,m) 7→ (σ, c) hold
the following properties:

(i) DECw = {i : σ̌(i) < σ(σ̌(i))}; (ii) decw = rise σ̌ = excσ;
(iii) INCw = {i : σ̌(i) ≥ σ(σ̌(i))}; (iv) inrecw = fixσ.

Proof. The letter xi is a decrease value of w = x1x2 · · ·xn, if and only
if xi = xi+1 = · · · = xj > xj+1 for some j such that i ≤ j ≤ n − 1.
This is equivalent to saying that xi succxi+1 succ · · · succxj > xj+1 and
then σ̌(i) < σ̌(i + 1) < · · · < σ̌(xj) < σ̌(j + 1) by definition of σ̌. Next,
σ̌(i) < σ̌(i + 1) if and only if σ̌(i) < σ(σ̌(i)), as necessarily both letters
σ̌(i) and σ̌(i + 1) belong to the same factor, say, vi, which determines
the cycle (vi) of σ (see Fig. 27.1). Consequently, both (i) and (ii) hold.
Note that the second identity in (ii) reproduces a classical property of
the First Fundamental Transformation (op. cit.). Formula (iii) is a simple
consequence of (i).
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Next, xi is an increase and record value of w if and only if xk = xk+1 =
· · · = xi−1 = xi < xi+1 for 1 ≤ k ≤ i and xk greater than all xj ’s such
that 1 ≤ j ≤ k− 1. This means that the Lyndon factorization of w reads:
w = · · · | xk | xk+1 | · · · | xi−1 | xi | xi+1 · · · and σ̌ is the product of factors
σ̌ = · · · | σ̌(k) | σ̌(k + 1) | · · · (σ̌(i − 1) | σ̌(i) | σ̌(i + 1) | · · · In particular,
σ̌(i)) is a fixed point of σ: σ(σ̌(i)) = σ̌(i).

27.5. Generating functions for permutations. As an application of the
Decrease Value Theorem, developed in Exercices 40 and 41, the generating
function for the set of words [0, r]∗ by a certain weight ψR has been
calculated and led to a closed expression. The next step is then to see
whether there is also a parallel identity in the permutation environment.

For each word w = x1x2 · · ·xn from [0, r]∗ the weight ψR has been
introduced as:

ψR(w) = Rinrecwsdecw
∏

i∈DEC

Yxi−1
∏
i∈INC

Yxi
(27.8)

and the following identity derived∑
w∈[0,r]∗

ψR(w) =
(1− s)Hr+1(RY )

Hr(sY )− sHr(Y )
,(27.9)

where
Hr(Y ) :=

∏
0≤i≤r−1

(1− Yi)−1 (r ≥ 0).

Let (σ, c) be the pair associated with the word w under the Gessel-
Reutenauer standardization. As w = x1x2 · · ·xn = cσ̌(1)cσ̌(2) · · · cσ̌(n), we
may write using Property 27.8:

ψR(w) = Rfixσsexcσ
∏

σ̌(i)<σ(σ̌(i))

Ycσ̌(i)−1
∏

σ̌(i)≥σ(σ̌(i))

Ycσ̌(i)

= Rfixσsexcσ
∏

j<σ(j)

Ycj−1
∏

j≥σ(j)

Ycj .

Therefore, in view of (27.5)

ψR(w) = Rfixσsexcσ
∏

j<σ(j)

Ycj+zj−1
∏

j≥σ(j)

Ycj+zj .(27.10)

The last two monomials depend only on the pair(σ, c). Let NIWn denote
the collection of all non increasing words of length n, whose letters are
integers. With each pair (σ, c) ∈ Sn × NIWn associate the monomial

Y(σ,c) :=
∏

j<σ(j)

Ycj+zj−1 ×
∏

j≥σ(j)

Ycj+zj .
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By summing (27.7) over all words from [0, r]∗ we get

(27.11)
∑

w∈[0,r]∗
ψR(w) =

∑
n≥0

∑
σ∈Sn
desσ≤r

Rfixσsexcσ
∑

c∈NIWn(r−desσ)

Y(σ,c).

The following theorem is a banal consequence of (27.9) and (27.11).

Theorem 27.6. We have:

(27.12)
∑
n≥0

∑
σ∈Sn
desσ≤r

Rfixσsexcσ
∑

c∈NIWn(r−desσ)

Y(σ,c) =
(1− s)Hr+1(RY )

Hr(sY )− sHr(Y )
.

There is a graded form of the latter identity, as stated next, which also
takes the number of descents “des” into account. Let

(27.13) Y (σ; t) :=
∑
k≥0

tk
∑

c∈NIWn(k)

Y(σ,c).

Theorem 27.7. The graded form of (27.12) reads:

(27.14)
∑
n≥0

∑
σ∈Sn

RfixσsexcσtdesσY (σ; t) =
∑
r≥0

tr
(1− s)Hr+1(RY )

Hr(sY )− sHr(Y )
.

Proof. Multiply both sides of (27.12) by tr and sum over r ≥ 0. We
obtain:∑
r≥0

tr
(1− s)Hr+1(RY )

Hr(sY )− sHr(Y )

=
∑
r≥0

tr
∑
n≥0

∑
σ∈Sn
desσ≤r

Rfixσsexcσ
∑

c∈NIWn(r−desσ)

Y(σ,c)

=
∑
n≥0

∑
r≥0

tr
∑

0≤j≤r

∑
σ∈Sn

desσ=r−j

Rfixσsexcσ
∑

c∈NIWn(j)

Y(σ,c)

=
∑
n≥0

∑
j≥0

tj
∑
r≥j

tr−j
∑
σ∈Sn

desσ=r−j

Rfixσsexcσ
∑

c∈NIWn(j)

Y(σ,c)

=
∑
n≥0

∑
j≥0

tj
∑
k≥0

tk
∑
σ∈Sn
desσ=k

Rfixσsexcσ
∑

c∈NIWn(j)

Y(σ,c)

=
∑
n≥0

∑
σ∈Sn

Rfixσsexcσtdesσ
∑
j≥0

tj
∑

c∈NIWn(j)

Y(σ,c)

=
∑
n≥0

∑
σ∈Sn

RfixσsexcσtdesσY (σ; t).
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27. THE DECREASE VALUE THEOREM; FROM WORDS TO PERMUTATIONS

27.6. A quadruple q-series for permutations. Recall the traditional
notation of the q-ascending factorial

(a; q)n =

{
1, if n = 0;
(1− a)(1− aq) · · · (1− aqn−1), if n ≥ 1.

The next theorem will appear as is a simple consequence of Theorem 27.7
by applying the homomorphism ϕ generated by ϕ(Yj) := uqj (j ≥
0) and ϕ(s) := sq to both sides of (27.11). Recall that the statistic.
“maj”, the major index, is defined as the sum of all descent values of
a permutation σ ∈ Sn, that is, the sum of all integers i such that
1 ≤ i ≤ n− 1 and σ(i) > σ(i+ 1). It is also the sum “tot z” of all the zi’s
introduced in (27.3). Note that in the next proof “tot c” is a shorthand for
c+c2 + · · ·+ cn.

Theorem 27.8. The factorial generating function for the distribution of
the vector (fix, exc, des,maj) over the symmetric groups Sn is given by

(27.15)
∑
n≥0

un

(t; q)n+1

∑
σ∈Sn

Rfixσsexcσtdesσqmajσ

=
∑
r≥0

tr
1

(uR; q)r+1

(1− sq) (u; q)r (usq; q)r
((u; q)r − sq(usq; q)r)

.

Proof. First, ϕHr(Y ) =
∏

0≤j≤r−1
(1− uqj)−1 = 1/(u; q)r and

ϕ
(1− s)Hr+1(RY )

Hr(sY )− sHr(Y )
=

(1− sq)/(uR; q)r+1

1/(usq; q)r − sq/(u; q)r

=
(1− sq)(u; q)r (usq; q)r

(uR; q)r+1 (
(
(u; q)r − sq(usq; q)r

) .
Then, for (σ, c) ∈ Sn × NIWn

ϕY(σ,c) = unqtot c+tot z−excσ = qmajσ−excσunqtot c;

ϕY (σ; t) = qmajσ−excσun
∑
j≥0

tj
∑

c∈NIWn(j)

qtot c = qmajσ−excσ un

(t; q)n+1
;

so that

ϕ
(
R fixσ sexcσtdesσY (σ; t)

)
= Rfixσ(sq)excσtdesσqmajσ−excσ un

(t; q)n+1
.

Hence, the image of identity (27.14) under ϕ gives back (27.15).
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Multiplying Identity (27.15) by (1 − t) and letting t = 1 yields to

∑
n≥0

un

(q; q)n

∑
σ∈Sn

Rfixσsexcσqmajσ =
1

(uR; q)∞

(1− sq) (u; q)∞(usq; q)∞
((u; q)∞ − sq(usq; q)∞)

,

which is an identity derived by Shareshian and Wachs [SW07] by means
of a symmetric function argument. For s = 1 Identity (27.15) reads

∑
n≥0

un

(t; q)n+1

∑
σ∈Sn

Rfixσtdesσqmajσ =
∑
r≥0

tr
(
1− u

r∑
i=0

qi
)−1 (u; q)r+1

(uR; q)r+1
,

an identity derived by Gessel and Reutenauer [GeRe93].
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1. Rogers-Szegö Polynomials. The product exp(xu) exp(u) is the ex-
ponential generating function for polynomials Hn(x), whose expression is
easy to derive.

In the same manner, the product of the two q-exponentials eq(xu) eq(u)
is the factorial generating function

∑
Hn(x, q)u

n/(q; q)n for polynomials
Hn(x, q), called the Rogers-Szegö polynomials. They can be expressed by
means of the q-binomial coefficients.

We have H2n+1(−1, q) = 0, H2n(−1; q) = (q; q2)n, then Hn(q
1/2, q) =

(−q1/2; q1/2)n and finally the induction formula

Hn+1(x, q) = (1 + x)Hn(x, q)− (1− qn)xHn−1(x, q).

2. The Ramanujan sum. The sum in question is:

+∞∑
n=−∞

(a; q)n
(b; q)n

un =
(au; q)∞ (qa−1u−1; q)∞ (q; q)∞ (ba−1; q)∞
(u; q)∞ (ba−1u−1; q)∞ (b; q)∞ (qa−1; q)∞

.

On the left-hand side each term is a series in the variable q and is defined
for each integer, positive and negative. In the proof of the identity there
will be no ambiguity in the definition of the sum.

Start with the sum

h(b) =
+∞∑

n=−∞

(bqn; q)∞
(aqn; q)∞

un =
(b; q)∞
(a; q)∞

+∞∑
n=−∞

(a; q)n
(b; q)n

un

and use the trivial relation (bqn; q)∞ = (1 − bqn)(bqn+1; q)∞. We obtain
the q-recurrence

h(b) = (1− ba−1)h(bq) + ba−1u−1 h(b),

and by itération

h(b) = h(bqn)
(ba−1; q)n

(ba−1u−1; q)n
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for every n ≥ 0. As soon as n ≥ j + 1 the latter identity implies that the
coefficients of uiqj

in h(bqn)
(ba−1; q)n

(ba−1u−1; q)n
and in h(0)

(ba−1; q)∞
(ba−1u−1; q)∞

are identical. Hence, h(b) = h(0)(ba−1; q)∞/(ba
−1u−1; q)∞ and also

h(q) = h(0)(qa−1; q)∞/(qa
−1u−1; q)∞. Going back to the original defi-

nition of h(b) and using the q-binomial theorem we obtain

h(q) =
(q; q)∞ (au; q)∞
(a; q)∞ (u; q)∞

.

By combining the last three formulas in an evident manner we obtain the
Ramanujan sum.

3. A maj-inv bijection for permutations. Let x = (x1, x2, . . . , xn) be
the inv-coding of a permutation σ ∈ Sn. With xn+1 := σ(n+1) = 0 define
a sequence y = (y1, y2, . . . , yn) by yi := xi − xi+1 + i χ(σ(i) > σ(i + 1))
for each i = 1, 2, . . . , n. Then the sequence y is subexcedent, the mapping
x 7→ y is bijective and tot y = y1 + y2 + · · ·+ yn is equal to maj σ. Let σ′

be the permutation whose inv-coding is y. Then σ 7→ σ′ is a bijection of
Sn onto itself having the property: maj σ = invσ′.

4. A numerical example. Calculate the inv-coding and the maj-coding
of σ = 259478361 and the number of inversions and the Major Index of σ.

Find the permutations having for inv-coding and maj-coding the
subexcedent sequence x = 001304645, respectively.

5. Another maj-coding. Let σ = σ(1)σ(2) · · ·σ(n) be a permutation.
With σ(n+ 1) := +∞ define a sequence z = z1z2 · · · zn by

zi := #{1 ≤ j < i | σ(j) ∈ ]]σ(i), σ(i+ 1)]]},

using the notation ]] . . . ]] for a cyclic interval (see section 2).
(a) The sequence z is subexcedent.
(b) Determine the sequence z that corresponds to σ = 259478361.
(c) The transformation σ 7→ z is invertible. Find the inverse of z =

001304645.
(d) Let x = x1x2 · · ·xn be the inv-coding of σ and xn+1 = 0. The

following identity holds:

zi = xi − xi+1 + iχ(σi > σi+1).

(e) We have: z1+z2+ · · ·+zn = majσ. Thus, the transformation σ 7→ y
defines another maj-coding.
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6. A counter-example. For each permutation σ = σ(1)σ(2) · · ·σ(n)
define a sequence y = y1y2 · · · yn by yi := (i − 1)χ(σ(i − 1) > σ(i)). The
transformation σ 7→ y is not a maj-coding although tot y = majσ.

7. Number of vector subspaces. Let q be the power of a prime number
and let Fq denote the field having q elements. The number of vector

subspaces of dimension n of the vector space FqN+n is equal to
[
N+n
n

]
.

First, the number of sets {v1, v2, . . . , vn} of n vectors v1, v2, . . . , vn of
FqN+n, that are linearly independent, is equal to

q(N+n)(N+n−1)/2(qN+n − 1)(qN+n−1 − 1) · · · (qN+1 − 1);

then, the number of such sets that generate a given vector subspace of
dimension n in FqN+n is equal to qn(n−1)/2(qn − 1)(qn−1 − 1) · · · (q − 1).

8. The use of the q-Pascal Triangle. Derive the expansions of 1/(u; q)N
and of (−u; q)n (formulas (3.9) and (3.10)) by means of the q-Pascal
Triangle formulas (3.5) and (3.6).

9. Nondecreasing sequences of integers. Calculate the generating func-
tion for nondecreasing sequences of N integers at most equal to n by “tot”
(formula (4.5)) by using the q-Pascal Triangle formulas (3.5) and (3.6)

10. Binary words. Calculate the generating function for binary words
of length (N + n) having N letters equal to 1 and n letters equal to 0 by
their number of inversions (formula (4.17)) by using the q-Pascal Triangle
formulas (3.5) and (3.6)

11. Partitions of integers and q-binomial coefficients. The interpreta-
tion of the q-binomial coefficients in terms of partitions of integers (see
§ 4.1) makes it easy to prove the following identities.

(a) By classifying the partitions in at most n parts, all being at most
equal to N , according the size of the smallest n-th part (possibly 0) we
get:

N∑
j=0

[
N − j + n− 1

N − j

]
qjn =

[
N + n

N

]
.

(b) Also
N∑
j=0

[
n+ j

j

][
m− 1 +N − j

N − j

]
qjm =

[
m+ n+N

N

]

= (−1)NqN(n+m)+N(N+1)/2

[
−m− n− 1

N

]
.
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12. The Eulerian numbers. They are denoted by An,k and are defined
by the recurrence relation (see (10.8))

(E12.1) An,k = (k + 1)An−1,k + (n− k)An−1,k−1 (1 ≤ k ≤ n− 1) ;

An,0 = 1 (n ≥ 0) ; An,k = 0 (k ≥ n).

Their first values are shown in Table E12.1.

k= 0 1 2 3 4 5 6
n=1 1

2 1 1
3 1 4 1
4 1 11 11 1
5 1 26 66 26 1
6 1 57 302 302 57 1
7 1 120 1191 2416 1191 120 1

Table E12.1

(a) For each n ≥ 0 we have
∑
k≥0

An,k = n! and An,k = An,n−1−k.

(b) The number of descents, des σ, of a permutation σ = σ(1) . . . σ(n)
is defined to be the number of integers j such that 1 ≤ j ≤ n − 1 and
σ(j) > σ(j + 1). For every k ≥ 0 and every n ≥ 0 the number An,k is
equal to the number of permutations σ ∈ Sn having k descents.

(c) The Eulerian polynomial An(t) is defined by An(t) :=
∑

0≤k≤n−1
An,kt

k.

As said in Definition 10.2, relations (10.7) and (10.8) are equivalent.

13. The Eulerian Polynomials. Consider the sequence (An(t)) (n ≥ 0)
of formal series in the variable t (they will appear to be polynomials and
more precisely the Eulerian Polynomials defined in Exercice 12) defined
by

(E13.1)
An(t)

(1− t)n+1
:=

∑
j≥0

tj (j + 1)n.

(a) If D designates the derivative-operator for the formal series, we
have: An(t) = (1 + (n− 1)t)An−1(t) + t(1− t).DAn−1(t) (n ≥ 1).

(b) For n ≥ 0 let An(t) :=
∑
k≥0

An,kt
k. Then the relations listed in

(E12.1) hold.
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(c) It follows from the definition An(t) =
∑
k≥0

An,kt
k and (E13.1) that

An,k =
∑

0≤i≤k

(−1)i(k − i+ 1)n
(
n+ 1

i

)
.

(d) The “inverse” of the previous formula is the Worpitzky formula:

xn =
∑

0≤k≤n−1

(
x+ k

n

)
An,k.

[Start with the expansion of An(t)(1− t)−(n+1), then use Exercise 12 (a)
and (d) to recover (E12.1).]

(e) The exponential generating function∑
n≥0

An(t)
un

n!
=

1− t
−t+ exp(u(t− 1))

is a consequence of (E13.1). Thus, the five definitions (10.5)—(10.9) are
shown to be equivalent.

14. A less unwieldy definition for the Denert statistic. The Denert
statistic “den” has been defined in section 2 by means of the cyclic
intervals. There is an alternative definition that is the following. Let
σ = σ(1)σ(2) . . . σ(n) be a permutation of order n. If 1 ≤ i ≤ n − 1
and σ(i) > i, say that i is an excedence-place for σ, and σ(i) is an
excedence-letter for σ. Let i1 < i2 < · · · < ik be the increasing sequence
of the excedence places and j1 < j2 < · · · < jn−k the increasing
sequence of non-excedence places. The subwords Exc σ = σ(i1) . . . σ(ik)
and Nexcσ = σ(j1) . . . σ(jn−k) are referred to as the excedence-letter and
non-excedence-letter subwords.

Let σ = σ(1)σ(2) . . . σ(n) be a permutation. Let i1, . . . , ik be its
excedence-place sequence. Then the Denert statistic of σ is also given by

denσ = i1 + i2 + · · ·+ ik + invExc σ + invNexcσ.

For instance, for the permutation σ =

(
1 2 3 4 5 6 7 8 9
7 1 5 4 9 2 6 3 8

)
shown in § 2.3

we have i1 = 1, i2 = 3, i3 = 5, Excσ = 7, 5, 9, Nexcσ = 1, 4, 2, 6, 3, 8,
inv Exc σ = 1, invNexc σ = 3, and then den σ = 1 + 3 + 5 + 1 + 3 = 13.

15. Euler-Mahonian Statistics. In Definition 10.1 the q-maj-Eulerian
majA(t, q) =

∑
k≥0

tk majAn,k(q) have been introduced in four different ways.
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To simplify the notations the superscript “maj” will be deleted in this
Exercise. For an easy reference rewrite the recurrence for the coefficents
An,k(q) =

majAn,k(q):

(E15.1) An,k(q) = [k + 1]q An−1,k(q) + qk [n− k]q An−1,k−1(q),

for 1 ≤ k ≤ n − 1 with the initial conditions An,0(q) = 1 for n ≥ 0 and
An,k(q) = 0 for k ≥ n.

Let E = (En) (n ≥ 0) be a family of finite sets such that cardEn = n!
for all n ≥ 0. A family (f, g) = (fn, gn) (n ≥ 0) is said to be Euler-
Mahonian on E, if f0 = g0 = 0, f1 = g1 = 0 and if for every n ≥ 2 both fn
and gn are integral-valued mappings defined on En and if there exists a
bijection ψn : (w′, j) 7→ w of En−1× [0, n−1] onto En having the following
properties:

(E15.2)

gn(w) = gn−1(w
′) + j;

fn(w) =

{
fn−1(w

′), if 0 ≤ j ≤ fn−1(w′);
fn−1(w

′) + 1, if fn−1(w
′) + 1 ≤ j ≤ n− 1.

Every such a pair (fn, gn) is called a Euler-Mahonian statistic on En.
(a) Let (f, g) be a Euler-Mahonian family on E and for each triple

(n, k, l) let An,k,l be the number of elements w ∈ En such that fn(w) = k
and gn(w) = l and let An,k(q) :=

∑
lAn,k,l q

l. Then (An,k(q)) satisfies
recurrence (E15.1).

(b) On the set SEn of the subexcedent sequences of length n (see
Proposition 2.1) we know that “tot” is Mahonian. Further, define the
Eulerian value “eulx” of a sequence x = (x1, . . . , xn) ∈ SEn by eulx = 0
if x is of length 1 and for n ≥ 2

eulx :=

{
eul(x1, . . . , xn−1), if xn ≤ eul(x1, . . . , xn−1) ;
eul(x1, . . . , xn−1) + 1, if xn ≥ eul(x1, . . . , xn−1) + 1.

Then the pair (eul, tot) is a Euler-Mahonian statistic on the family (SEn)
(n ≥ 0).

(c) The pair (des,maj) is a Euler-Mahonian statistic on the family (Sn)
(n ≥ 0).

(d) Let n ≥ 2 and σ′ = x1 . . . xn−1 be a permutation having k
excedences, that is, there are k integers i such that 1 ≤ i ≤ n − 1 and
i < xi. In short, exc σ′ = k. Let (xi1 > · · · > xik) be the decreasing
sequence of the excedence values xi > i and let (xik+1

< · · · < xin−1
) be

the increasing sequence of the non-excedence values xi ≤ i. By convention,
xi0 := n.
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Define ψn(σ
′, 0) := x1x2 . . . xn−1n. If 1 ≤ j ≤ n−1, let yj := min{xim :

xim ≥ xij}. Replace each letter xim (1 ≤ m ≤ j) in σ′ such that xim ≥ xij
by xim−1

, leave the other letters alike and insert yj into the xij -th position
in σ′. Let σ = ψn(σ

′, j) denote the permutation derived by that procedure.
For example, σ′ = 32 5 4 1 has k = 2 excedences x3 = 5 > 3, x1 = 3 > 1

(in decreasing order) and three non-excedences x5 = 1 ≤ 5, x2 = 2 ≤ 2,
x4 = 4 ≤ 4 (in increasing order), so that (i1, i2, i3, i4, i5) = (3, 1, 5, 2, 4).
With j = 1 we have ij = 3 and x3 = 5. For getting ψ6(σ

′, 1) replace
xi1 = 5 by xi0 = 6, leave the other letters alike and insert xi1 = 5 into the
xi1 -th = 5-th position. Thus, ψ6(σ

′, 1) = 3 2 6 4 5 1.
For j = 3 we have ij = 5 and x5 = 1. As j = 3 > k = 2, replace

xi1 = x3 by xi0 = 6, then xi2 = x1 = 3 by xi1 = 5, leave the other letters
alike and insert xik = xi2 = x1 = 3 into the xi3 -th = 1-st position to
obtain ψ6(σ

′, 3) = 3 5 2 6 4 1.
With (f, g) = (exc, den) (see section 2) properties (E15.2) hold for ψn,

so that (exc, den) is a Euler-Mahonian statistic on the family (Sn) (n ≥ 0).

Let us illustrate the latter property with the running example. The
statistic “den” is calculated by using the definition of Exercice 14. We have:

σ′ =

(
1 23 4 5
3 2 5 4 1

)
, so that exc σ′ = 2 and denσ′ = (1+ 3)+0+2 = 6. Next

ψ6(σ
′, 1) =

(
1 23 4 5 6
3 2 6 4 5 1

)
, so that excψ6(σ

′, 1) = 2 and denψ6(σ
′, 1) =

(1+ 3)+0+3 = 7 = den σ′+1. Finally, ψ6(σ
′, 3) =

(
12 34 5 6
3 5 2 6 4 1

)
, so that

excψ6(σ
′, 3) = 3 and denψ6(σ

′, 3) = (1+ 2+ 4) + 0+ 2 = 9 = den σ′+3.

(e) Let (f, g) be a Euler-Mahonian family on E = (En). For each
w ∈ En (n ≥ 2) let ψ−1n (w) := (w′, jn), ψ

−1
n−1(w

′) := (w′′, jn−1),

. . . , ψ−12 (w(n−2)) := (w(n−1), j2) and j1 := 0; the sequence Ψ(w) :=
(j1, j2, . . . , jn−1, jn) is subexcedent and Ψ is a bijection if En onto SEn
such that f(w) = totΨ(w) and g(w) = eulΨ(w). The bijection Ψ is said
to be an (f, g)-coding En.

Let Ψ(des,maj) (resp. Ψ(exc,den)) be the (des,maj)-coding (see ques-
tion (c))) (resp. the (exc, den)-coding (see question (d)) of Sn. Then
Θ := Ψ−1(des,maj) ◦ Ψ(exc,den) is a bijection of Sn onto itself having the

property: (exc, den)w = (des,maj)Θ(w).

16. Binary words. Let BW(N,n) be the set of binary words of length
(N + n) containing N times 1 and n times 0. If x = x1x2 . . . xN+n is such
a word, define

risex :=
∑

1≤i≤N+n−1

χ(xi < xi+1) and rmajx :=
∑

1≤i≤N+n−1

i χ(xi < xi+1).
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Next, let DESx := desx+ risex and MAJx := majx+ rmajx.
(a) For each of the words in BW(2, 3) write the values of the six statistics

“des”, “maj”, “rise”, “rmaj”, “DES”, “MAJ”.

(b)
∑

x∈BW(N,n)

qrmaj x =

[
N + n

n

]
.

(c)
∑

x∈BW(N,n)

trise xqrmaj x =
∑

x∈BW(N,n)

tdes xqmaj x.

(d) For x ∈ BW(N,n) let x′ := x1x2 · · ·xN+n−1. Then{
majx = risex+N = rmajx′ +N, if xN+n = 1;
rmajx = majx+ n = rmajx′ + n, if xN+n = 0.

(e)
∑

x∈BW(N,n)

qMAJ x =

[
N + n

n

]
q2

qN + qn

1 + qN+n
.

17. The Z-statistic is a Mahonian statistic. Two transformations are
described, the global cycling “gcyc” for manipulating the Major Index and
the local cycling “lcyc” for dealing with the Z-statistic itself.

(a) Let m = (m1,m2, . . . ,mr) be a multiplicity, that is, a sequence
of positive integers and R(m) be the class of all the rearrangements of
the word 1m12m2 . . . rmr . Let n be a rearrangement of m. Construct a
bijection θm,n, defined on R(m), with values in R(n), preserving “maj.”
[It suffices to give the construction when m and n differ by two consecutive
letters x and y = x + 1; in other words, construct a bijection θ of
R(m1, . . . ,mx,my, . . . ,mr) onto R(m1, . . . ,my,mx, . . . ,mr).]

(b) The Z-statistic is defined, for each word w = x1x2 . . . xm, by

Z(w) :=
∑
i<j

majwij ,

where wij stands for the subword of w made of all the letters i and j. For
example, for the word w = 2412131242, the subwords w12 = 2121122,
w13 = 1131, . . . , are to be considered, the Major Indices are to be
calculated and their sum to be added up. Calculate Z(2412131242).

(c) For each word w = x1x2 · · ·xm in R(m) and each letter x =
1, 2 . . . , r the global cycling gcycx(w) = y1y2 · · · ym and the local cycling
lcycx(w) = z1z2 · · · zm are defined by

yi :=

{
xi − x, si xi > x;
xi − x+ r, sinon.

zi :=

{xi, si xi < x;
xi − 1, si xi > x;
r, si xi = x.
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Let mx denote the multiplicity of gcycx(w) and mx the multiplicity of
lcycx(w). Characterize those two multiplicities, that is to say, express mx

and mx as rearrangements of the sequence m = (m1,m2, . . . ,mr).
(d) For the word w = 2412131242 calculate the differences majw −

maj gcyc2(w) et Z(w)− Z(lcyc2(w)).
(e) If x = xm is the last letter of w, show that

majw −maj(gcycx(w)) = mx+1 +mx+2 + · · ·+mr.

(f) If x = xm is the last letter of w, show that

Z(w)− Z(lcycx(w)) = mx+1 +mx+2 + · · ·+mr.

(g) Construct a bijection of R(m) onto itself having the property

majw = Z(Φ(w)),

thus proving that the Z-statistic is Mahonian on each class of rearrange-
ments.

18. The t = 1 Lemma. Let (br) (r ≥ 0) be a sequence of formal series
belonging to an algebra A of formal series in one or several variables. Let t
be a new variable; we can form the series b(t) :=

∑
r≥0 brt

r, that belongs to
the algebra A[[t]]. ‘Let t = 1” in b(t) does not always make sense. However,
if the series

∑
r br converges for the topology of the formal series in A,

that is, if there exists a ∈ A such that the order o((b0 + b1 + · · ·+ br)− a)
tends to +∞ with r, we can define “let t = 1 in b(t)” and then b(1) by:
b(1) := a =

∑
r≥0 br.

(a) Let (ar) (r ≥ 0) be a sequence of formal series in A such that
limr ar = a, that is, such that o(a−ar) tends to infinity with r. We define:
b(t) := (1− t) ·

∑
r≥0 ar t

r. Then b(1) = a.
(b) Deduce (6.13) from (7.8).
(c) Deduce (12.3) from (13.7).

19. The dihedral group. On the group Sn of the permutations on
order n three transformations i, r and c can be defined in the following way.
First, i is the bijection that maps each permutation σ onto its inverse σ−1.
Write σ as a linear word σ = σ(1) . . . σ(n). Then, define

cσ := (n+ 1− σ(1))(n+ 1− σ(2)) . . . (n+ 1− σ(n);
rσ := σ(n) . . . σ(2)σ(1).

We say that c is the complement to (n+ 1) and r the reverse image.
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(a) r = i c i.
(b) The group acting on Sn generated by {i, c} is isomorphic to the

dihedral group D4 of order 8 of the rotations of the square.
(c) r c = c r, i r = c i et i r c = r c i.
(d) For each σ ∈ Sn the following relations hold: Ligne cσ = [n − 1] \

Ligneσ and Ligne r cσ = n− Ligneσ = {n− i : i ∈ Ligneσ}.

20. Action of the dihedral group. By means of an example the action
of the dihedral group on several set-valued statistics, such as “Ligne,”
“Iligne,” the various extremum letter or place subsets (see § 11.4) is
examined.

In Fig. E20 the dihedral group of order 8 is acting on the permuta-
tion σ = 2, 6, 8, 1, 7, 4, 3, 5, whose graph appears on the first square enti-
tled “Id”. The ligne of route, Ligne σ, of σ (the set of the “places” where
a descent occurs) is denoted by A. Here A = {3, 5, 6}. The inverse ligne of
route, Iligne σ, of σ (the set of the “letters” i occurring to the right of the
letters (i+ 1)) is denoted by B; here B = {1, 3, 5, 7}.

The Right to left Maximum letter set, Rmals σ, of σ (the set of the
letters greater than all the letters to their right) is denoted by C. The
elements of Rmals σ are the ordinates of the bullets “•”. Here C = {5, 7, 8}.

The Right to left minimum letter set, Rmil σ, of σ (the set of the letters
less than all the letters to their right) is denoted by D. The elements of
Rmalsσ are the ordinates of the crosses “×”. Here D = {1, 3, 5}.

Each graph corresponds to the action of an element Id, r, c, r c, i, i r,
i c, i r c of the dihedral group on the permutation σ. Notice that n − A
is to be understood as the set {n − x : x ∈ A}. Under each graph the
ligne of route and the inverse ligne of route have been determined. Under
graph r c, for instance, Ligne = n− A and Iligne = n− B are to be read
Ligne r cσ = n−A and and Iligne r cσ = n−B.

Id
•

•
◦

•×
◦
×

◦
×

Ligne = A
Iligne = B
Rmals = C
Rmil = D Fig. E20

r
•

•
◦

•×
◦

×
◦

×
Ligne = [n− 1] \ (n−A)

Iligne = [n− 1] \B
Lmals = C
Lmil = D
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c

•
•

◦
•×

◦
×

◦
×

Ligne = [n− 1] \A
Iligne = [n− 1] \ (n−B)

Rmil = n+ 1− C
Rmals = n+ 1−D

r c

•
•

◦
•×

◦
×

◦
×

Ligne = n−A
Iligne = n−B

Lmil = n+ 1− C
Lmals = n+ 1−D

�
�

�
�
�

�
�
�

�
�

�
�

i

•

•

◦

•×

◦
◦

×

×

Ligne = B
Iligne = A
Rmap = C
Lmap = D

�
�
�

�
�
�

�
�
�

�
�
�

i r = c i

•

•

◦

•×

◦
◦

×

×

Ligne = [n− 1] \ (n−B)
Iligne = [n− 1] \A
Lmap = n+ 1− C
Rmap = n+ 1−D

�
�

�
�
�

�
�
�

�
�

�
�

i c = r i

•

•

◦

•×

◦
◦

×

×

Ligne = [n− 1] \B
Iligne = [n− 1] \ (n−A)

Rmip = C
Lmip = D

�
�
�

�
�
�

�
�

�
�
�
�

i r c = r c i

•

•

◦

•×

◦
◦

×

×

Ligne = n−B
Iligne = n−A

Lmip = n+ 1− C
Rmip = n+ 1−D
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Notice that whenever the transformation “i” is applied the “l” for
“letter” is replaced by the “p” for “place”. Under graph i, for instance,
Rmap = C means that the Right-to-left Maximum place of iσ is equal
to C, i.e., Rmap iσ = C.

21. Variations on the cycle number polynomial. Let cycσ denote the
number of cycles of a permutation σ and let Cn(x) :=

∑
σ x

cycσ (σ ∈ Sn).
(a) Then, Cn(x) = x(x+ 1) · · · (x+ n− 1) (n ≥ 1).
(b) As in Exercice 20 let Rmals σ (resp. Rmil σ) be the set of the letters

greater than (resp. smaller than) all the letters located on their right in σ =
σ(1) · · ·σ(n). Let Rmapσ (resp. Rmip σ) be the set of the places of those
letters, respectively. Recall that #Rmals σ (resp. #Rmil σ) designates the

number of those letters. For instance, with σ =

(
1 2 3 4 5 6
3 1 5 6 2 4

)
we have

Rmalsσ = {6, 4}, Rmapσ = {4, 6}. Rmilσ = {1, 2, 4}, Rmipσ = {2, 5, 6},
so that #Rmals σ = #Rmapσ = 2, #Rmil σ = #Rmipσ = 3. For each
n ≥ 1 we have: Cn(x) =

∑
σ x

#Rmalsσ =
∑
σ x

#Rmapσ =
∑
σ x

#Rmilσ =∑
σ x

#Rmipσ (σ ∈ Sn).
(c) Let Cn(x, y, q) :=

∑
σ x

#Rmapσy#Rmipσqinvσ (σ ∈ Sn). Then,
Cn(x, y, q) = xy(y+ qx)(y+ q+ q2x) · · · (y+ q+ q2 + · · ·+ qn−2 + qn−1x).

(d) Let w = x1x2 . . . xn be the maj-coding of σ = σ(1)σ(2) . . . σ(n).
Then, Rmil σ = {i : 1 ≤ i ≤ n, xi = 0}.

(e) Let Dn(y, q) :=
∑
σ y

#Rmilσqmajσ (σ ∈ Sn). Then,
Dn(y, q) = y(y + q)(y + q + q2) · · · (y + q + q2 + · · ·+ qn−1).

(f) Starting with the expression obtained in (c) for Cn(x, y, q) derive

∑
n≥0

Cn(q, x, y)
un

(q; q)n
= 1− xy

x+ y − 1
+

xy

x+ y − 1

( u

1− q
− ux; q

)
∞(

uy +
uq

1− q
; q
)
∞

.

22. A lower-record extension of the q-maj-Eulerian polynomial. For

each n ≥ 0 let An(t, q, y) :=
∑
w∈Sn

tdeswqmajwy#Rmilσ =
∑
k

tk An,k.

(a) The following induction formula holds

An,k = (y + q + q2 + · · ·+ qk)An−1,k + (qk + · · ·+ qn−1)An−1,k−1,

that implies

(1− q)An(t, q, 1, y)
=

(
y(1− q) + q − tqn

)
An−1(t, q, 1, y)− q(1− t)An−1(tq, q, 1, y),
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for n ≥ 1 and A0(t, q, 1, y) = 0.
(b) Next, derive

∑
n≥0

An(t, q, y)
un

(t; q)n+1
=

∑
s≥0

ts

( uq

1− q + uqs+1
; q
)
s+1(

u
y(1− q) + q

1− q + uqs+1
; q
)
s+1

that specializes into the generating function (10.2a) for the q-maj-Eulerian
polynomials majAn(t, q) when y = 1.

23. The tableau emptying-filling involution. Consider a standard Young
tableau P of order n whose entries are the integers 1, 2, . . . , n, for example
the following one with n = 5 and consider the tableaux successively derived
from P :

P =

3 4
1 2 5

7→
3 4
• 2 5 7→

3 4
2 • 5 7→

3 •
2 4 5 7→

3 5
2 4 5 (new entry: 5)

7→
3 5
• 4 5 7→

• 5
3 4 5 7→

4 5
3 4 5 (new entry: 4)

7→
4 5
• 4 5 7→

4 5
4 • 5 7→

4 5
4 5 • 7→

4 5
4 5 3 (new entry: 3)

7→
4 5
• 5 3 7→

4 5
5 • 3 7→

4 5
5 2 3 (new entry: 2)

7→
4 5
• 2 3 7→

4 5
1 2 3 =: P J (new entry: 1)

The entries are taken from the following set {1, 2, 3, 4, 5,1,2,3,4,5, •}.
When a tableau contains a bullet “•,” adopt the convention that the
neighbors of the bullet are the roman typed entries just above or on the
right of it. There are zero, one or two such neighbors. The passage “ 7→”
to the next tableau is defined as follows:

(i) if the tableau has no bullet, either the tableau has no roman typed
entries and the final tableau P J is reached, or there is such an entry, in
particular on the leftmost bottom corner; call it x, then replace x by the
bullet “•”;

(ii) if the tableau contains a bullet, consider the neighbors of the bullet;
if there is no neighbor and the number of boldface typed entries is i, replace
the bullet by the boldface typed (n − i); if there is one neighbor, say, x,
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permute the two entries “•” and “x”; if there are two neighbors, let x be the
smallest entry of the two and again permute the two entries “•” and “x.”

It is obvious that P J is a standard Young tableau having the same shape
as P . Let P 7→ PT be the transposition operation acting on tableaux.
Further properties are the following:

(i) the map P 7→ P J is an involution (called the tableau emptying-
filling involution) having the property: IligneP J = n− IligneP ;

(ii) J and T commute;
(iii) if σ 7→ PQ under the Robinson-Schensted correspondence, then

rσ 7→ PTQJT .
(The operations r, as well as c and i, are defined in Exercice 19.)
Properties (i) and (iii) are not straightforward, the J-algorithm being

not easy to handle (see [Sch63, 77] for a proof or use the jeu de taquin
approach as developed, for instance, in [Lo02, chap. 5]).

(a) Using the above notations, if σ 7→ PQ (and rσ 7→ PTQJT by (iii)),
then cσ 7→ P JTQT .

(b) Define the involutions t and j of Sn by σ 7→ PQ 7→ PTQT 7→ tσ,
and σ 7→ PQ 7→ PQJ 7→ jσ, where, in each case, the last arrow “ 7→”
refers to the inverse of the Robinson-Schensted correspondence. Then
i2 = j2 = t2 = (i j)4 = 1, i t = t i, j t = t j. Also r = t j = j t, c = i j t i, so
that the group generated by {i, t, j, r, c} is of order 16, in fact, the direct
product of the dihedral group D4 generated by {i, j} by the group of two
elements {1, t}.

(c) Let PQ =

3 4
1 2 5

2 4
1 3 5 be the pair of standard Young tableaux as-

sociated with the permutation σ = 31 4 2 5 under the Robinson-Schensted
correspondence. Determine P J , QJ , PT , QT , P JT , QJT and the sixteen
pairs of standard Young tableaux associated with the sixteen permutations
in the orbit of σ with respect to the group defined in (b).

(d) As already described in section 19 the following two properties hold:
Ligne jσ = n− Ligneσ and Iligne jσ = Iligneσ.

24. A classical tool for symmetry proving. Let σ be a permutation of
1, . . . , r and m = (m1, . . . ,mr) be a sequence of nonnegative integers. Let
R(m) (resp. R(σm)) denote the class of the rearrangements of 1m1 . . . rmr

(resp. the rearrangements of 1mσ(1) . . . rmσ(r)). As noticed in Remark 8.2,
Am(t, q) = Aσm(t, q). A combinatorial proof of that property can be made
as follows.

It suffices to prove the property when σ is a transposition (i, i + 1) of
two adjacents integers (1 ≤ i ≤ r − 1). Consider a word w in R(m)
and write all its factors of the form (i + 1)i in bold-face; then replace
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all the maximal factors of the form ip(i + 1)q that do not involve any
boldface letters by iq(i + 1)q. Finally, rewrite all the boldface letters in
roman type. Clearly, the transformation is a bijection that maps each
word w in R(m) onto a word w′ in R((i, i+ 1)m) with the property that
(des,maj)w = (des,maj)w′.

If we take the statement of Theorem 17.1 as the definition of the Schur
function sλ(x), the symmetric nature of sλ(x) does not appear. To still
prove that the Schur function is symmetric, we can use a similar argument.

25. Line of route-indexed Eulerian polynomials. Let L = {ℓ1 < · · · <
ℓk} be a subset of {1, 2, . . . , n − 1} with the conventions ℓ0 := 0 and
ℓk+1 := n. The L-indexed Eulerian polynomial AL(t, q) is defined to be

AL(t, q) :=
∑
σ

tidesσqimajσ (σ ∈ Sn, Ligneσ = L).

Form the (k + 1)× (k + 1) matrix Nr(L, n):

Nr(L, n) =



[
ℓ1−ℓ0+r

r

] [
ℓ2−ℓ0+r

r

]
. . .

[
ℓk−ℓ0+r

r

] [
ℓk+1−ℓ0+r

r

]
1

[
ℓ2−ℓ1+r

r

]
. . .

[
ℓk−ℓ1+r

r

] [
ℓk+1−ℓ1+r

r

]
0 1 . . .

[
ℓk−ℓ2+r

r

] [
ℓk+1−ℓ2+r

r

]
...

...
. . .

...
...

0 0 . . . 1
[
ℓk+1−ℓk+r

r

]

 .

In particular, Nr(∅, n) =
[
n+r
r

]
. The purpose of this exercise is to prove

the formula:

(E22.1)
AL(t, q)

(t; q)n+1
=

∑
r≥0

tr detNr(L, n).

(a) Let Wr(L, n) denote the set of the words w = w1w2 . . . wn, of
length n, whose letters are nonnegative integers satisfying the identities

(∗)(L,n) r ≥ w1 ≥ · · · ≥ wℓ1 ≥ 0; r ≥ wℓ1+1 ≥ · · · ≥ wℓ2 ≥ 0; . . .

r ≥ wℓk+1 ≥ · · · ≥ wn ≥ 0;

wℓ1 < wℓ1+1, wℓ2 < wℓ2+1 , . . . , wℓk < wℓk+1.

Then
∑

w∈Wr(L,n)

qtotw = detNr(L, n). [By induction on k.]
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(b) Let Sr(L, n) be the set of all pairs (σ, s), where σ is a permutation of
1, 2, . . . , n, of ligne of route L, and where s = s1s2 . . . sn is a nonincreasing
word having the properties:

(E22.2) r ≥ s1 ≥ s2 ≥ · · · ≥ sn ≥ 0;

Ligneσ = L; i ∈ Iligneσ ⇒ si > si+1.

Each word w = w1w2 . . . wn ∈ Wr(L, n) is mapped onto a pair (σ, s) ∈
Sr(L, n) in the following way: suppose that the nondecreasing rearrange-
ment of w is of the form ia11 . . . iamm , with i1 < · · · < im and a1 ≥ 1, . . . ,
am ≥ 1. Read w from left to right and give the labels 1, 2, . . . , am to the
am letters equal to im; continue, again from left to right, giving the labels
am+1, . . . , am+am−1 to the am−1 letters equal to im−1 and so on. Reading
those labels from left to right yields a permutation σ = σ(1)σ(2) . . . σ(n).
The word s is the nonincreasing rearrangement of w.

Example. Let n = 9, r = 8, L = {2, 5, 7}. The word w ∈ N8(L, 9) and
the associated pair (σ, s) ∈ S8(L, 9) are shown in the following table:

L =
w =
σ =

Iligne =
s =




2 5 7
5 5 7 4 1 3 0 4 4
2 31 4 87 9 56
1 67
7 5 5 4 4 4 3 1 0

 .

The map w 7→ (σ, s) is a bijection of Wr(L, n) onto Sr(L, n).
(c) The following identity holds∑

σ,Ligneσ=L

tidesσ qimajσ

(t; q)n+1
=

∑
r≥0

tr
∑

w∈Wr(L,n)

qtotw,

so identity (E22.1) also holds by (a) and (c).
(d) Let AL(q) :=

∑
σ q

imajσ (Ligneσ = L). Then AL(q)/(q; q)n =
detN , where N = (Ni,j) (1 ≤ i, j ≤ k + 1) is the (k + 1)× (k + 1)-matrix

Ni,j :=

 1/(q; q)ℓj−ℓi−1
, if i ≤ j;

1, if i = j + 1;
0, else.

(e) We also have AL(q) :=
∑
σ q

invσ (Ligneσ = L).
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26. Partitions, permutations and descents. The statistic “ligne of
route” (“Ligne”) is defined in § 11.4. The notations used in (b) refer to
§ 14.1.

(a) Let (a1, a2, . . . , ak) be a composition of the integer n, that is, an
ordered sequence of integers such that a1 ≥ 1, a2 ≥ 1, . . . , ak ≥ 1 and
a1+a2+ · · · = ak = n. The number of permutations σ = σ(1)σ(2) · · ·σ(n),
of order n, such that Ligne σ ⊂ {a1, a1 + a2, . . . , a1 + a2 + · · · + ak−1} is
equal to

(
n

a1,a2,...,ak

)
= n!/(a1! a2! . . . ak!).

(b) For each permutation σ = σ(1)σ(2) · · ·σ(n) and each integer
i = 1, 2, . . . , n let di(σ) denote the number of descents (σ(j) > σ(j + 1))
occurring in the right factor σ(i)σ(i+ 1) . . . σ(n) and let

qd(σ) := q
d1(σ)
1 q

d2(σ)
2 · · · qdn(σ)n ,

where q1, q2, . . . , qn is a finite sequence of variables. Notice that d1(σ) is
the usual number of descents of σ. Furthermore, if λ = (λ1 ≥ λ2 ≥ · · · ≥
λn ≥ 0) is a partition, whose number l(λ) of positive parts is at most equal
to n, let mi(λ) designate its number of parts equal to i, for i = 0, 1, . . . , n.
Then, define(

n

m(λ)

)
:=

(
n

m0(λ),m1(λ), . . . ,mn(λ)

)
, qλ := qλ1

1 qλ2
2 · · · qλn

n .

The following identity holds:

∑
l(λ)≤n

(
n

m(λ)

)
qλ =

∑
σ∈Sn

qd(σ)

(1− q1)(1− q1q2) · · · (1− q1q2 · · · qn)
.

[Expand the right-side of the previous identity and use (a).]

27. A further extension of the MacMahon Verfahren. Let U :=
(S<, S≤, L<, L≤) be a partition of the alphabet X = {1, . . . , r} such that
S< ∪ S≤ = {1, . . . , h} (the small letters) and L< ∪ L≤ = {h + 1, . . . , r}
(the large letters) for a certain h (0 ≤ h ≤ r). Let w = x1x2 . . . xm be
a word in the alphabet and let xm+1 := h + 1

2 . An integer i such that
1 ≤ i ≤ m is said to be a U -descent in w, if either xi > xi+1, or xi = xi+1

and xi ∈ S≤ ∪ L≤. Because of the convention xm+1 := h + 1
2 there is a

U -descent in position m iff xm ∈ L< ∪ L≤, so that the four blocks of the
partition determine different kinds of descents.

Let desU w (resp. majU w) denote the number (resp. the sum) of the
U -descents in w. For each sequence m = (m1, . . . ,mr) consider the
generating polynomial for the class R(m) by the pair (desU ,majU ), i.e.,
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AUm(t, q) =
∑
w t

desU w qmajU w (w ∈ R(m)) (see section 6). Then the
extensions of identities (7.7), (7.8) and (6.13) read:

(E27.1)
1

(t; q)1+∥m∥
AUm(t, q) =

∑
s≥0

ts
∏
i∈S<

[
mi + s

mi

] ∏
i∈S≤

q(
mi
2 )

[
s+ 1

mi

]

×
∏
i∈L<

qmi

[
mi + s− 1

mi

] ∏
i∈L≤

q(
mi+1

2 )
[
s

mi

]
;

(E27.2)
∑
m

AUm(t, q)
um

(t; q)1+∥m∥
=
∑
s≥0

ts

∏
i∈S≤

(
−ui; q

)
s+1

∏
i∈L≤

(
−q ui; q

)
s∏

i∈S<

(
ui; q

)
s+1

∏
i∈L<

(
qui; q

)
s

;

(E27.3)
∑
m

AUm(1, q)
um

(q; q)∥m∥
=

∏
i∈S≤

(
−ui; q

)
∞

∏
i∈L≤

(
−q ui; q

)
∞∏

i∈S<

(
ui; q

)
∞

∏
i∈L<

(
qui; q

)
∞

;

where ‖m‖ = m1 + · · ·+mr.

28. A maj-inv transformation for signed words. The purpose is to
extend the transformation, introduced in section 11, to signed words. A
first extension has already been given in § 20.5 for signed permutations.
Keep the notations of Exercise 27, in particular the definitions of desU
and of majU , and for each word w = x1x2 . . . xm with letters in S< ∪S≤ ∪
L< ∪ L≤ define

invUw :=
∑
i<j

(
χ(xi > xj)+χ(xi = xj ∈ S≤∪L≤)

)
+#{i : xi ∈ L<∪L≤}.

There are then four kinds of U -inversions. Let invAUm(q) :=
∑

w∈R(m)

qinvUw.

(a) The following identity holds

invAUm(q) =

[
‖m‖

m1, . . . ,mr

] ∏
i∈S≤

q(
mi
2 )

∏
i∈L<

qmi

∏
i∈L≤

qmi+(mi
2 ).

It then follows that the generating function
∑
m

invAUm(q)um/(q; q)∥m∥ is

equal to the right-hand side of (E27.3). Thus, invAUm(q) = AUm(1, q), the
generating polynomial for R(m) by majU .

(b) By using the transformation Φ of Theorem 11.3 build a bijection Ψ
of R(m) onto itself having the property: majU w = invUΨ(w).
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(c) Let S< = {1, 3}, S≤ = {2, 4}, L< = {5, 7}, L≤ = {6, 8} and consider
the word w = 6, 2, 2, 3, 1, 7, 7, 4, 8, 6 whose U -descents occur at positions
1, 2, 4, 7, 9 and 10, so that majU w = 1+ 2 + 4 + 7 + 9 + 10 = 33. Notice
that the factor 2, 2 involves a descent because 2 ∈ S≤, but not the factor
7, 7 because 7 ∈ L<. There is a descent at the right end because 6 ∈ L≤.
Determine Ψ(w) and verify that invUΨ(w) = 33.

29. The Brenti homomorphism. The homomorphism materializes the
similarity between the classical identities for the symmetric functions and
the identities found for the Eulerian polynomials and their extensions. Re-
call that the generating functions for the elementary symmetric functions,
on the one hand, and for homogeneous symmetric functions, on the other
hand, read (see (14.1) and (14.2))

E(u) =
∑
r≥0

eru
r =

∏
i≥1

(1 + xiu);(E24.1)

H(u) =
∑
r≥0

hru
r =

∏
i≥1

(1− xiu)−1;(E24.2)

so that

E(−u)H(u) = 1.(E24.3)

On the other hand, the exponential generating for the Eulerian polynomi-
als An(t) (see Exercise 13) can be put into the form:

(E24.4)
(
1 +

∑
k≥1

1− tk−1

k!
(−u)k

)(∑
k≥0

Ak(t)

k!
uk

)
= 1.

The comparison of (E24.3) and (E24.4) shows that the following two
statements are equivalent:

ξ(ek) =
1− tk−1

k!
(k ≥ 1), ξ(e0) = 1;

ξ(hk) =
Ak(t)

k!
(k ≥ 0).

The mapping ξ is called the Brenti homomorphism.
(a) For each sequence λ = (λ1, . . . , λl) of positive integers such that

λ1 + · · · + λl = n (in particular, for each partition of n) and each
permutation σ = σ(1) . . . σ(n) define desλ σ to be the number of descents
σ(i) > σ(i+ 1) with i different from λ1, λ1 + λ2, . . . , λ1 + · · ·+ λl. Then
form Aλ(t) :=

∑
σ t

desλ σ (σ ∈ Sn). Then ξ(hλ) = Aλ(t)/n!
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(b) The factorial generating function for the polynomials invAn(t, q) (see
(10.10)) may be rewritten as:(

1 +
∑
k≥1

(1− tk−1)q(
k
2)

(q; q)k
(−u)k

)(∑
k≥0

invAk(t, q)

(q; q)k
uk

)
= 1.

so that the following two statements are equivalent:

ξq(ek) =
(1− tk−1)q(

k
2)

(q; q)k
(k ≥ 1), ξq(e0) = 1;

ξq(hk) =
Ak(t, q)

(q; q)k
(k ≥ 0).

Determine ξq(hλ).
(c) Let Bn(t,Q, q) =

∑
Σ,σ

tddes(Σ,σ)QinvΣqcoinv σ ((Σ, σ) ∈ Sn × Sn)

be the generating polynomial for the pairs of permutations by the three-
variable statistic (ddes, inv, coinv). By specializing Theorem 21.1 we have

1− t
−t+ J((1− t)u;Q, q)

=
∑
n≥0

Bn(t,Q, q)

(Q; q)n(q; q)n
un.

The following two statements are also equivalent:

ξQ,q(ek) =
(1− tk−1)Q(k2)

(Q; q)k(q; q)k
(k ≥ 1), ξQ,q(e0) = 1;

ξQ,q(hk) =
Bk(t,Q, q)

(Q; q),(q; q)k
(k ≥ 0).

(d) Let P (u) =
∑
r≥1 pru

r−1 be the generating series for the power
symmetric functions. Using identity E′(u)/E(u) = P (−u) derived in
Theorem 14.2 (vi), determine ξ(pk+1) (k ≥ 0).

(e) Using the relation P (u) = E′(u)H(u) determine ξq(pn) and ξQ,q(pn)
(n ≥ 1).

(f) By Theorem 20.1 the exponential generating function for the gen-
erating polynomials Bn(X,Y, t) for signed permutations by number of de-
scents is

(1− t) exp((t− 1)X)

−t+ exp((t− 1)(X + Y ))
=

∑
n≥0

1

n!
Bn(X,Y, t),

a relation that may be written as(
1 +

∑
n≥1

(1− t)n−1

n!
(−tXn + (−Y )n)

)
·
∑
n≥0

1

n!
Bn(X,Y, t) = 1.
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Make the changes X ← XY , Y ← Y . Then −tXn + (−Y )n is changed
into (−Y )n((−1)n−1tXn+1), and Bn(X,Y, t) into Y

nBn(X, 1, t), so that
the following two statements are equivalent:

ξB(en) =
(1− t)n−1

n!
((−1)n−1tXn + 1) (n ≥ 1), ξB(e0) = 1;

ξB(hn) =
Bn(X, 1, t)

n!
(n ≥ 0).

With the changes X ← −X, Y ← XY the two statements are equivalent:

ξb(en) =
(1− t)n−1

n!
(Y n − t) (n ≥ 1), ξb(e0) = 1;

ξb(hn) =
Bn(−1, Y, t)

n!
(n ≥ 0).

30. The des-length distribution for signed permutations. The length lCox

of a signed permutation (σ, ε) is defined by

lCox(σ, ε) := #{i < j : ε(i) = ε(j), σ(i) > σ(j)}

+#{i < j : ε(i) = x, ε(j) = y}+
∑
ε(i)=x

.σ(i)

Let B′′n be the generating function for the group of the signed permutations
of order n by the pair (des, lCox) expressed in the form

B′′n =
∑
(σ,ε)

Xℓ(ε|x)tdes(σ,ε)qlCox(σ,ε).

Then

(∗) 1− t
1− t eq(u(1− t))

∑
n≥0

(u(1− t))n

(−Xq; q)n (q; q)n
=

∑
n≥0

un

(−Xq; q)n (q; q)n
B′′n.

The first values of B′′n are the following:
B′′1 = 1 + tX; B′′2 = (t+ q) + tq(1 + q)2X + tq3(t+ q)X2;
B′′3 = (t2q3 + 2tq2 + 2tq + 1) + t(1 + q + q2)(1 + q + 2q2 + tq + tq3)X

+ t2(1 + q + q2)(1 + q2 + 2tq + tq2 + tq3)X2

+ tq6(t2q3 + 2tq2 + 2tq + 1)X3.
Introduce the polynomials

Akn(t, q) :=
∑
σ∈Sn

tdesk σqinvσ (0 ≤ k ≤ n),

where

des
k
σ :=

{
desσ, if σ(n) ≤ n− k;
1 + desσ, if σ(n) ≥ n− k + 1.
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With the notations of section 23

Ann(t, q) =
invAn(t, q).

An easy derivation yields

B′′n =
∑

0≤k≤n

Xk q(
k+1
2 )

[
n

k

]
q

Akn(t, q).

By Theorem 10.1 the left-hand side of (∗) can be rewitten as∑
l≥0

ul

(q; q)l
All(t, q)

∑
m≥0

(u(1− t))m

(−Xq; q)m (q; q)m
,

that is denoted by ∑
n≥0

un

(−Xq; q)n (q; q)n
B(3)
n .

Proving (∗) amounts to proving the identity B′′n = B
(3)
n .

31. The Wachs Involution. Let 0A2n(t) :=
∑
σ t

1+desσ and sgnA2n(t) :=∑
σ sgnσ t

1+desσ (σ ∈ Sn) be the two polynomials introduced in The-
orem 23.7, where the two identities sgnA2n(t) = (1 − t)n 0An(t) and
sgnA2n+1(t) = (1 − t)n 0An+1(t) were proved analytically. A combinato-
rial proof can be derived by imagining an involution on S2n preserv-
ing the ligne of route of each permutation and changing the signature
of some of them in such a way that the generating polynomial for the re-
maining permutations is precisely (1 − t)n 0An(t). This is accomplished
by the Wachs involution ϕ defined as follows: consider a permutation
σ = σ(1)σ(2) · · ·σ(2n) and let j be the smallest integer such that 1 ≤ j ≤ n
and the letters 2j − 1 and 2j are not adjacent in the word σ. Then define

ϕ(σ) :=

{
(2j − 1, 2j)σ, if such an integer j exists;
σ, otherwise.

The involution preserves the ligne of route and changes the signature, so
that if F2n designates the set of its fixed points, we have: sgnA2n(t) =∑
σ sgnσ t

1+desσ (σ ∈ F2n). Now, if σ is in F2n, there is a unique
permutation τ = τ(1)τ(2) . . . τ(n) of order n such that for each i =
1, 2, . . . , n the unordered pairs {σ(2i − 1), σ(2i)} and {2τ(i), 2τ(i) − 1}
are identical. Let E(σ) be the set of all integers i such that the two-letter
factor 2τ(i), (2τ(i)− 1) occurs in σ (and not the factor (2τ(i)− 1), 2τ(i)).
Then σ 7→ (τ, E(σ)) is a bijection of F2n onto the Cartesian product
Sn × P({1, 2, . . . , n}), where P({1, 2, . . . , n}) denotes the power set of
{1, 2, . . . , n}, such that

invσ = 4 invτ +#E(σ),

Ligneσ = {2i : i ∈ Ligne τ} ∪ {2i− 1 : i ∈ E(σ)}.
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Accordingly,

sgnA2n(t) =
∑
σ∈F2n

sgnσ t1+desσ =
∑

τ∈Sn,E⊂{1,...,n}

(−1)#Etdes τ+#E

=
∑

E⊂{1,...,n}

(−t)#E
∑
τ∈Sn

t1+des τ = (1− t)n 0An(t).

Let majAn(t, q) be the q-maj-Eulerian polynomial (see section 10) and
sgnAn(t, q) :=

∑
σ sgnσ t

1+desσqmajσ (σ ∈ Sn) be the signed q-Eulerian
polynomial. Using the above procedure it is shown that

sgnA2n(t, q) = (tq; q2)n t
majAn(t, q

2).

32. The divisibility of the q-tangent coefficients. As introduced in
section 24 the coefficients of the q-tangent functions are denoted by
D2n+1(q) (n ≥ 0). Each integer n ≥ 1 can be written as n = m2l, where

m is odd and l ≥ 0. Define Evn(q) :=
∏

0≤j≤l
(1 + qm2j ) and also

Fn(q) :=


∏

1≤i≤n
Evi(q), if n is odd;

(1 + q2)
∏

1≤i≤n
Evi(q), if n is even.

In an equivalent manner, let Ev0(q) = F0(q) := 1, F1(q) := 1 + q,
F2(q) := (1 + q)2(1 + q2)2 and Fn(q) := Fn−2(q)Evn−1(q)Evn(q) for
n ≥ 3. Define the exponents a(n, i) by Fn(q) :=

∏
1≤i≤n

(1 + qi)a(n,i).

(a) Give the table of the coefficients a(n, i) (1 ≤ i ≤ n) for 1 ≤ n ≤ 8.
(b) For i ≥ 1 let Φi(q) be the i-th cyclotomic polynomial with

ϕ1(q) = 1 − q, so that 1− qi =
∏
d | i

ϕd(q). For n = m2l (m odd, l ≥ 0)
and j = 0, 1, . . . , l let

Aj := {d : d |m2j+1, d |− m2j}, B := {d : d |m2l+1, d even}.

Then 1 + qm2j =
∏
d∈Aj

ϕd(q) (0 ≤ j ≤ l).

(c) Also Evn(q) =
∏
d

ϕd(q) (d | 2n, d even).

(d) For each n ≥ 1 let Odn(q) :=
∏
d

ϕd(q) (d | 2n, d odd), so that

1− q2n = Odn(q)Evn(q). Using that factorization we see that the product[
2n

2k + 1

]
Ev0(q)Ev1(q) . . . Evk(q)

Evn−k(q)Evn−k+1(q) . . . Evn(q)
is a polynomial in q.

(e) Finally, Fn(q) divides D2n+1(q).
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33. Congruences for the q-secant coefficients. The purpose is to prove
the congruence

D2n(q) ≡ q2n(n−1) mod (q + 1)2

by using a combinatorial argument.
(a) Let 1 ≤ i ≤ 2n − 1. A rising alternating permutation σ =

σ(1)σ(2) . . . σ(n) is said to be i-balanced if the word σ contains the factor
i (i + 1), or if the letter (i + 1) lies on the left of i in σ and not adjacent
to i. For example, the permutation σ = 26 3 4 1 5 is i-balanced only for
i = 1, 3, 5. If σ is i-balanced for every i = 1, 2, . . . , (2n− 1), it is said to be
balanced.

The permutation (2n − 1) 2n (2n − 3) (2n − 2) . . . 3 4 1 2 is the unique
balanced rising alternating permutation of order 2n.

(b) Let σ be a nonbalanced rising alternating permutation. The greatest
integer i such that σ is not i-balanced is denoted by i′. Then σ is necessarily
of the form σ = w i′ w′ (i′ + 1)w′′, where w′ is a nonempty factor. The
permutation Φ(σ) := w (i′ + 1)w′ i′ w′′ is still rising alternating and
invΦ(σ) = invσ + 1.

(c) The polynomial D2n(q) is monic of degree 2n(n− 1).
(d) For n ≥ 2 let A2n (resp. B2n) be the set of all rising alternating

permutations of length 2n beginning with the factor (2n − 1) 2n (resp.
ending with 1 2). By induction on n,∑

σ∈A2n∪B2n

qinvσ ≡ q2n(n−1) mod (q + 1)2.

(e) Let E2n be the complement of A2n ∪B2n. Then∑
σ∈E2n

qinvσ ≡ 0 mod (q + 1)2.

34. The “Master Theorem” traditional statement. Mutatis mutandis,
as stated in [Ma15, p.97–98], this theorem says:

Let Xi =
∑

0≤j≤r
ai,jxj (0 ≤ i ≤ r) and let n0,, n1, . . . , nr be non-

negayive integers. Then, the coefficient of xn0
0 xn1

1 · · ·xnr
r in the expansion

of the product Xn0
0 Xn1

1 · · ·Xnr
r is equal to the coefficient of xn0

0 xn1
1 · · ·xnr

r

in the expansion of the inverse of the determinant det
(
δi,j−ai,jxj

)
0≤i,j≤r).

Accordingly, if C(n0, n1, . . . , nr) designates the coefficient in the expan-
sion of the product previously defined, the following identity holds∑
n0≥0,n1≥0,...,nr≥0

C(n0, n1, . . . , nr)x
n0
0 xn1

1 · · ·xnr
r = 1/ det

(
δi,j − ai,jxj

)
0≤i,j≤r).
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Rewrite formula (25.8) as Bos = 1/ det(I − Cr) and apply the homomor-
phism Φ

((
i
j

))
:= ai,jxj .

35. The generating function for vertical derangements. By vertical
derangement it is meant a word w = x1x2 · · ·xn from [0, r]∗ having the

property that the biword

(
w
w

)
=

(
x1 x2 · · ·xn
x1 x2 · · ·xn

)
, where w = x1x2 · · ·xn is

the non-decreasing rearrangement of w, has no (vertical) biletter
(
xi

xi

)
such

that xi = xi. The set of all vertical derangements is denoted by [0, r]∗v.
Let C ′r be the matrix

(
(1 − δi,j)

(
i
j

))
(0≤i,j≤r), which only differs from

the matrix Cr by the diagonal entries which are all null. Then,

∑
w∈[0,r]∗v

(
w

w

)
=

1

det(I − C ′r)
,

an identity which will be used in Chapter 26.

36. The generating function for words by exceedance number. For each
word w = x1x2 · · ·xn from [0, r]∗ let w = x1x2 · · ·xn be its non-decreasing
rearrangement and let excw :=

∑
1≤i≤n−1

χ(xi > xi) denote its number

of exceedances. If w = 0n01n1 · · · rnr and if u0, u1, . . . , ur are (r + 1)
commuting variables, let u(w) := un0

0 un1
1 · · ·unr

r . Also, let

D := det


1− u0 −u1 . . . −ur−1 −ur
−tu0 1− u1 . . . −ur−1 −ur
...

...
. . .

...
...

−tu0 −tu1 . . . 1− ur−1 −ur
−tu0 −tu1 . . . −tur−1 1− ur

 .

(a) The generating function for all words from [0, r]∗ by “exc” is given by∑
w∈[0,r]∗

texcwu(w) = 1/D,

(b) We also have: D = 1−e1(u)+(1−t)e2(u)−· · ·+(−1)r(1−t)r−1er(u),
where the ei(u)’s are the elementary symmetric function in the ui’s, and
the further formulas:∑
w∈[0,r]∗

texcwu(w) =
1− t

(1− u0(1− t))(1− u1(1− t)) . . . (1− ur(1− t))− t
,

and by the change of variables ui ← ui(1− t) (i = 0, 1, . . . r)
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∑
w∈[0,r]∗

texcw
u(w)

(1− t)1+|w|
=

∑
s≥0

ts

(1− u0)s+1(1− u1)s+1 . . . (1− ur)s+1
,

(c) Identity (7.8), the last formula in Chapter 7, provides the generating
function for [0, r]∗ by the pair (des,maj) (descent number and major
index):∑

w∈[0,r]∗
tdeswqmajw u(w)

(t; q)1+|w|
=

∑
s≥0

ts

(u0; q)s+1(u1; q)s+1 · · · (ur; q)s+1
.

By letting q = 1 in this latter identity we get∑
w∈[0,r]∗

texcw
u(w)

(1− t)1+|w|
=

∑
w∈[0,r]∗

tdesw
u(w)

(1− t)1+|w|
.

For each non-decreasing word n = 0n01n1 · · · rnr let R(n) be the set of all
rearrangements of n. It follows from the last identity that “exc” and “des”
are equidistributed on R(n). This is essentially the spirit of the analytical
proof originally obtained by MacMahon. The construction of a bijection
of each R(n) onto itself, which shows the equidistribution property can be
found in [Lo02, chap. 10].

37. Minimality of the quantum algebra commutation rules. Rules (R1)
and (R2), valid for the algebra AGLZ , also hold in the two algebras AMM
and ACF . It would have been sufficient to establish the “Master Theorem”
identity only for the latter algebra. This arises the problem to see whether
an associative algebra A , which is a quotient of the free biword large
algebra A by a set of commutation rules and in which the “Master
Theorem” identity holds, also admits the commutation rules (R1) and
(R2). And it does.

To prove it take the original alphabet {1, 2} and expand the product

Ferm×Bos(3) in A, where Bos(3) is the formal sum of all the biwords in
Bos of length 0, 1, 2, 3. There are 15 terms in Bos(3) and 17 in the product
Ferm×Bos(3) after cancellation. See that Rules (R1) and (R2) necessarily
hold if the latter product equals 1, as wanted.

38. Generating function for the horizontal derangements. As men-
tioned in Chap. 26.2, each word w is a horizontal derangement, if it
has no equal letters in succession; accordingly, if (DEC \DES)(w) = ∅,
(INC \RISE \REC)(w) = ∅, (INC \RISE∩REC)(w) = ∅. Its weight ψ(w) is
then equal to

ψ(w) =
∏

a∈DES(w)

Xa ×
∏

b∈(RISE \REC)(w)

Yb ×
∏

c∈(RISE∩REC)(w)

Y ′c ,
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and the generating function for the set [0, r]∗h of all horizontal derange-
ments is derived from (26.7) by letting all the Zi’s, Ti’s and T

′
i ’s be equal

to 0. Thus, ∑
w∈[0,r]∗

h

ψ(w) =

∏
0≤j≤r

(1 + Y ′j )

D
,

where

D =

∣∣∣∣∣∣∣∣∣∣∣

1 −X1 −X2 · · · −Xr−1 −Xr

−Y0 1 −X2 · · · −Xr−1 −Xr

−Y0 −Y1 1 · · · −Xr−1 −Xr

...
...

...
. . .

...
...

−Y0 −Y1 −Y2 · · · 1 −Xr

−Y0 −Y1 −Y2 · · · −Yr−1 1

∣∣∣∣∣∣∣∣∣∣∣
.

This generating function can also be expressed as:

∑
w∈[0,r]∗

h

ψ(w) =

∏
0≤j≤r

1 + Y ′j
1 +Xj

1−
∑

0≤l≤r

∏
0≤j≤l−1

1 + Yj
1 +Xj

Xl

1 +Xl

.

39. Non-determinantal expressions for the Decrease Value Theorem
Identity. We also have:

∑
w∈[0,r]∗

ψ(w) =

∏
0≤j≤r

1− Zj

1− Zj +Xj

/ ∏
0≤j≤r

1− T ′
j

1− T ′
j + Y ′

j

1−
∑

0≤l≤r

∏
0≤j≤l−1

1− Zj

1− Zj +Xj∏
0≤j≤l−1

1− Tj

1− Tj + Yj

Xl

1− Zl +Xl

.

Another non-determinantal expression can be obtained by replacing the
summation

∑
0≤l≤r

by
∑

1≤l≤r
.

40. A specialization of the Decrease Value Theorem. Let γ be the
homomorphism defined by the following substitutions of variables:

γ := {Xj ← s Yj−1, Zj ← s Yj−1, Tj ← Yj , T ′j ← Y ′j }.

For each word w = x1x2 · · ·xn ∈ [0, r]∗ we have:

(*) γ ψ(w) =
∏

xi∈INC∩REC

Y ′xi
×

∏
xi∈DEC

sYxi−1 ×
∏

xi∈INC\REC

Yxi
.

Using the identity of Exercice 39, second form, we get
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(**)
∑

w∈[0,r]∗
γ ψ(w) =

∏
1≤j≤r

(1− sYj−1)
/ ∏

0≤j≤r
(1− Y ′j )

1−
∑

1≤l≤r
sYl−1

∏
1≤j≤l−1

(1− sYj−1)
/ ∏

0≤j≤l−1
(1− Yj)

,

and finally

∑
w∈[0,r]∗

γ ψ(w) =

(1− s)
∏

0≤j≤r−1
(1− Yj)

∏
0≤j≤r−1

(1− s Yj)∏
0≤j≤r

(1− Y ′j )
( ∏
0≤j≤r−1

(1− Yj)− s
∏

0≤j≤r−1
(1− s Yj)

) .
41. A further specialization of the Decrease Value Theorem. For each

word w = x1x2 · · ·xn let inrecw denote the number of letters of w, which
are increase and record values. Make the substitution Y ′j ← RYj , where R
is a new variable and let ψR := γ ψ |Y ′

j
←RYj

, so that formula (*) in

Exercice 40 becomes:

ψR(w) = Rinrecwsdecw
∏

xi∈DEC

Yxi−1 ×
∏

xi∈INC

Yxi
.

Also, let

H(Y ) :=
∏
i≥0

(1− Yi)−1; Hr(Y ) :=
∏

0≤i≤r−1

(1− Yi)−1 (r ≥ 0).

Using Exercice 40 we obtain:

(***)
∑

w∈[0,r]∗
ψR(w) =

(1− s)Hr+1(RY )

Hr(sY )− sHr(Y )
.

42. Two ultimate specialisations of the Decrease Value Theorem. In
the last formula of Exercice 40 replace Yj , Y

′
j (j ≥ 0) by u. Then,

∑
w∈[0,r]∗

sdecwu|w| =
1− s

(1− u)r+1(1− us)−r − s(1− u)
,

where |w| denotes the length of w.
Next, replace Xj (j ≥ 0) by us and the other variables by u in the

identity displayed in Exercice 39. We recover the classical generating
function for words by number of descents:∑

w∈[0,r]∗
sdeswuλw =

1− s
(1− u+ us)r+1 − s

.

43. A Krattenthaler telescoping technique. For each word w let inrecw
denote the number of its letters, which are increase and record values, let
decw be the number its decreases, and |w| (resp. totw) the number (resp.
the sum) of its letters. In the identity displayed in Exercice 39 make the
substitutions Xj ← usqj , Yj ← uqj , Zj ← usqj , Tj ← uqj , Y ′j ← uRqj ,
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T ′j ← uRqj . The weight ψ(w) becomes sdecwRinrecwuλwqtotw. This yields
the identity

∑
w∈[0,r]∗

sdecwRinrecwuλwqtotw =
(us; q)r+1

(uR; q)r+1

/ (
1−

∑
0≤l≤r

(us; q)l
(u; q)l

usql
)
.

By using the following q-telescoping argument

(us; q)l
(u; q)l

usql =
sq

1− sq

( (us; q)l+1

(u; q)l
− (us; q)l

(u; q)l−1

)
(1 ≤ l ≤ r),

one gets:∑
w∈[0,r]∗

sdecwRinrecwu|w|qtotw =
1

(uR; q)r+1

(1− sq) (u; q)r (usq; q)r
((u; q)r − sq(usq; q)r)

.
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1. Clearly, exp(xu) exp(u) = exp((1 + x)u) is the exponential generat-
ing function for the polynomials Hn(x) = (1 + x)n =

∑
0≤n≤n

(
n
j

)
xj .

In the case of q-series the calculation is to be made explicitly:

eq(xu) eq(u) =
∑
n≥0

∑
0≤j≤n

(xu)j

(q; q)j

un−j

(q; q)n−j
=

∑
n≥0

un

(q; q)n

∑
0≤j≤n

[
n

j

]
xj

=
∑
n≥0

un

(q; q)n
Hn(x, q). With x = −1 we get

∑
n≥0

un

(q; q)n
Hn(−1, q) =

1

(−u; q)∞ (u; q)∞
=

1

(−u2; q2)∞
=

∑
n≥0

(−1)n u2n

(q2; q2)n
, hence

H2n+1(−1, q) = 0 andH2n(−1, q)=(q; q)2n/(q
2; q2)n=(q; q2)n. With

x = q1/2 it turns into
∑
n≥0

un

(q; q)n
Hn(q

1/2, q) =
1

(uq1/2; q)∞ (u; q)∞
=

1

(u; q1/2)∞
=

∑
n≥0

un

(q1/2; q1/2)n
, hence

Hn(q
1/2; q) =

(q; q)n
(q1/2; q1/2)n

=
(q; q)n (−q1/2; q1/2)n

(q1/2; q1/2)n (−q1/2; q1/2)n
=

(q−1/2; q1/2)n. Start with f(x, u) =
∑
n≥0

un

(q; q)n
Hn(x, q). Then

f(x, u) − f(x, qu) = x
∑
n≥0

un

(q; q)n
Hn+1(x, q). On the other hand,

f(x, u) − f(x, qu) =
1

(u; q)∞

1

(xu; q)∞
(1 − (1 − u)(1 − xu)) =

f(x, u)u(1 + x − xu). Therefore
∑
n≥0

un

(q; q)n
Hn+1(x, q) = (1 + x)

×
∑
n≥0

un

(q; q)n
Hn(x, q) −

∑
n≥0

un+1

(q; q)n
xHn(x, q). Hence the recurrence

for n ≥ 0 with H−1(x, q) = 0.

2. No further comment.

3. By definition of y we have yi = i−
∑

1≤j≤i
χ(σ(i) > σ(j) > σ(i+1)) or∑

1≤j≤i−1
χ(σ(i+1) > σ(j) > σ(i)), depending on whether σ(i) > σ(i+

1) or σ(i) < σ(i+1). The sequence y is then subexcedent. Now, given
a subexcedent sequence y we can reconstruct the permutation σ in a
unique way, starting with σ(n) from yn = n−

∑
1≤j≤n

χ(σ(n) > σ(j)).
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The mapping y 7→ σ 7→ x is then bijective. Finally,
tot y =

∑
1≤i≤n

(xi − xi+1) + iχ(σ(i) > σ(i + 1)) =
∑

1≤i≤n
iχ(σ(i) >

σ(i+ 1)) = majσ, since x0 = xn+1 = 0.

4. We have inv-coding(σ) = (0, 0, 0, 2, 1, 1, 5, 3, 8) and invσ = 20;
furthermore, maj-coding(σ) = (0, 1, 1, 3, 4, 1, 2, 2, 3), majσ = 17.
Finally, inv-coding(687293154) = x and maj-coding(938164275) = x.

5. (a) zi ≤ #{1 ≤ j < i} = i; (b) z = 001102238; (c) σ = 756312984.
(d) Distinguish two cases. If σ(i) > σ(i+1), the components of this new

maj-coding satisfy the relations:

xi − xi+1 + iχ(σ(i) > σ(i+ 1))

= {j < i | σ(j) > σ(i)} − {j < i+ 1 | σ(j) > σ(i+ 1)}+ i

= {j < i | σ(j) > σ(i)}+ {j < i+ 1 | σ(j) ≤ σ(i+ 1)}

= {j < i | σ(j) > σ(i)}+ {j < i | σ(j) ≤ σ(i+ 1)}

= #{1 ≤ j < i | σ(j) ∈ ]]σ(i), σ(i+ 1)]]} = zi.

If σ(i) < σ(i+ 1), then

xi − xi+1 + iχ(σ(i) > σ(i+ 1))

= {j < i | σ(j) > σ(i)} − {j < i+ 1 | σ(j) > σ(i+ 1)}

= {j < i | σ(j) > σ(i)} − {j < i | σ(j) > σ(i+ 1)}

= #{1 ≤ j < i | σ(j) ∈ ]]σ(i), σ(i+ 1)]]} = zi.

6. The subsequence y is subexcedent and y1 + y2 + . . . yn = majσ.
However the transformation σ 7→ y is not bijective; for instance, the
two permutations 213 and 312 have the same image 010.

7. The vectors of a set {v1, v2, . . . , vn} are linearly independent, first
if v1 is not zero (there are (qN+n − 1) possible choices), then
if v2 is not proportional to v1 (there are (qN+n − q) possible
choices), more generally, if for i = 2, . . . , n the vector vi does not
belong to the subspace of dimension (i − 1) generated by v1, v2,
. . . , vi−1 (there are (qN+n − qi−1) possible choices). The number
of such sets {v1, v2, . . . , vn} is then equal to (qN+n − 1)(qN+n −
q) · · · (qN+n−qn−1). The second enumeration is derived by the same
reasoning. Finally, the number of sets {v1, v2, . . . , vn} having only
linearly independent vectors is equal to the number of subspaces of
dimension n, multiplied by the number of such sets that span a given
space of dimension n.
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8. The two formulas are banal for N = 1. For proving (3.9) use
(3.6) with the substitutions n ← N + n, i ← n, so that (1 −
uqN )

∑
n≥0

[
N+n
n

]
un =

∑
n≥0

(
[
N+n
n

]
−qN

[
N+n−1
n−1

]
)un=

∑
n≥0

[
N+n−1

n

]
un =

(u; q)−1N (by induction on N). Hence
∑
n≥0

[
N+n
n

]
un = (u; q)−1N (1 −

uqN )−1 = (u; q)−1N+1. For (3.10) make use of (3.5) with the substitu-
tions n← N + 1, i← n, so that
(−u; q)N+1 = (

∑
0≤n≤N

qn(n−1)/2
[
N
n

]
un).(1 + uqN ) =

1+
∑

1≤n≤N
(
[
N
n

]
qn(n−1)/2+

[
N
n−1

]
q(n−1)(n−2)/2+N )un+q(N+1)N/2uN+1=

1 +
∑

1≤n≤N
(
[
N
n

]
+ q(N+1)−n[ N

n−1
]
)qn(n−1)/2un + q(N+1)N/2uN+1 =∑

0≤n≤N+1

[
N+1
n

]
qn(n−1)/2un.

9. By induction on N + n. Let ND(N,n; q) :=
∑

b∈ND(N,n)

qtot b. Then

ND(N,n; q) =
∑
b1=0

qtot b +
∑
b1≥1

qtot b. Let ai := bi − 1 (i = 1, . . . , N)

in the second sum. With the convention that ND(N,n; q) = 1 when
N = 0 we get:

ND(N,n; q) =
∑

0≤b2≤···≤bN≤n

q∥b∥ +
∑

0≤a1≤···≤aN≤n−1

qN+∥a∥

= ND(N − 1, n; q) + qN ND(N,n− 1; q)

=

[
N + n− 1

n

]
+ qN

[
N + n− 1

n− 1

]
=

[
N + n

n

]
.

10. Proceed by induction on N +n. Let BW(N,n; q) :=
∑

x∈BW(N,n)

qinvx.

Then BW(N,n; q) =
∑
x1=0

qinvx +
∑
x1=1

qinvx. Let yi := xi+1 (i =

1, . . . , N + n − 1) in each of the sums and let y be the word
y1y2 . . . yN+n−1. In the first (resp. the second) sum we have invx =
invy and y ∈ BW(N,n − 1) (resp. invx = n + invy and y ∈
BW(N − 1, n)). With the convention that BW(N,n; q) = 1 when
N = 0,

BW(N,n; q) =
∑

y∈BW(N,n−1)

qinvy +
∑

y∈BW(N−1,n)

qn+invy

= BW(N,n− 1; q) + qn BW(N − 1, n; q)

=

[
N + n− 1

n− 1

]
+ qn

[
N + n− 1

n

]
=

[
N + n

n

]
.
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11. (a) As shown in Fig. A1, for each partition π in at most n parts, all at
most equal to N denote the size of the n-th part of π (the smallest
one being possibly 0) by j. Withdraw j from all the parts of π:
there remains a partition in at most (n− 1) parts, all at most equal
to (N − j). The latter partitions have a generating function equal to[
N−j+n−1

N−j
]
.

1

n n− 1

j N − j
Fig. A1

n

1

m− 1

j N − j
Fig. A2

(b) Report to Fig. A2. For each partition π in at most (n+m) parts, all
at most equal to N , denote the size of the smallest (n + 1)-st part
by j. To such a partition π associate the partition π′ in at most n
parts, all at most equal to j and a partition π′′ in at most (m − 1)
parts, all at most equal to (N − j).
The two q-binomial coefficients occurring on the left-hand side of the
identity are precisely the generating functions for the partitions π′

and π′′, respectively. The identity is then a consequence of the fact
that the weight of π is equal to the sum of the weights of π′ and
of π′′, plus the size of the rectangle of dimension j ×m.

12. (a) By induction.
(b) If n is inserted onto the left of a permutation σ′ = σ′(1) . . . σ′(n− 1)

or between two letters σ(i), σ(i + 1) such that σ(i) < σ(i + 1), the
number of descents increases by one. In the other case the number
of descents remains alike. To obtain the set Sn,k of all permutations
of order n having k descents it suffices

either to take each permutation belonging to Sn−1,k−1 and insert n
into the (n − 1) − (k − 1) positions that create a new descent; we
then obtain (n− k)An1,k−1 permutations of order n;
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or to take each permutation belonging to Sn−1,k and insert n
into the (k + 1) positions that create no descent; (k + 1)An−1,k
permutations of order n having k descents are derived in that way.

13. (a) The right-hand side of the identity to be proved is equal to:
(1−t)n

∑
n≥0

tj(j+1)n−1(1+(n−1)t−nt+(1−t)j) = (1−t)n
∑
n≥0

tj(j+

1)n−1(1− t)(j + 1) = (1− t)n+1
∑
n≥0

tj(j + 1)n = An(t).

(b) First A0(t) = (1− t)/(1− t) = 1 and the constant coefficient of each
series An(t) is An,0 = 1. Consider the coefficient of tk (k ≥ 1) on
each of sides of (E13.1). Then An,k = An−1,k + (n − 1)An−1,k−1 +
kAn−1,k − (k− 1)An−1,k−1, which is the desired recurrence relation.
Finally, the recurrence implies that An,k = 0 for k ≥ n ≥ 1.

(c) It suffices to calculate the coefficient of tk in (1−t)n+1
∑
n≥0

tn(j+1)n.

(d) An(t)(1− t)−(n+1) =
∑
k≥0

(
n+k
n

)
tk

∑
0≤l≤n−1

An,lt
l =∑

j≥0
tj

∑
0≤l≤min(j,n−1)

An,l
(
n+j−l
n

)
=

∑
j≥0

tj
∑

0≤l≤n−1
An,n−1−l

(
(j+1)+(n−l−1)

n

)
=∑

j≥0
tj(j+1)n, using

(
n+j−l
n

)
= 0 when j ≤ n−2 and l = j+1, . . . , n−1

and the Worpitzky for the last step.

(e) From (E13.1)
∑
n≥0

An(t)(1 − t)−(n+1)un/n! =
∑
n≥0

un/n!
∑
j≥0

tj(j +

1)n =
∑
j≥0

tj
∑
n≥0

(u(j + 1))n/n! = eu
∑
j≥0

(teu)j = eu/(1 − teu). With

u := v(1 − t) we get
∑
n≥0

An(t)v
n/n! = (1 − t) exp(v(1 − t))/(1 −

t exp(v(1− t))) and the desired generating function.

14. Let σ = σ(1) . . . σ(n) be a permutation. If σ(i) < i, say that i is
an accedence-letter of σ. Let A(σ) (resp. E(σ)) denote the set of all
accedence-letters (resp. excedence-letters) of σ. First, verify that for
each j = 1, . . . , n

#{i ∈ A(σ) : j ∈]σ(i), i]} = #{i ∈ E(σ) : j ∈]i, σ(i)]}.
Next, verify that

#{(l, k) : l, k ∈ E(σ), k ∈ [l, σ(l)[}
= #{(l, k) : l, k ∈ E(σ), σ(k) ∈]l, σ(l)]};

so that

#{(l, k) : l ∈ A(σ), k ∈ E(σ), σ(k) ∈]σ(l), l]}
= #{(l, k) : l, k ∈ E(σ), k ∈]l, σ(l)]};
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This is sufficient to show that

#{(l, k) : l < k, σ(k) < σ(l) ≤ k}+#{(l, k) : l < k, σ(l) ≤ k < σ(k)}
= #{(l, k) : l < k, σ(k) < σ(l) ≤ l}+#{(l, k) : l ≤ k, k < σ(k)}.

Merge the third term into the first and the fourth into the second:

#{(l, k) : l < σ(l), σ(k) < k, σ(k) < σ(l) ≤ k}
= #{(l, k) : l < σ(k), k < σ(l), l ≤ k < σ(l)}.

15. (a) and (b) are easy; (c) is a rewriting of the maj-coding discussed
in § 2.2. The difficult part is (d) and requires a deeper study. A
numerical example is discussed in details inviting the reader to
reconstruct the proof himself. For a complete formal proof see
[Ha90b]. Finally, (e) is merely making the appropriate composition
products.

16. (a) The table of the six statistics for BW(2, 3):

des maj rise rmaj DES MAJ

11000 1 2 0 0 1 2
10100 2 4 1 2 3 6
10010 2 5 1 3 3 8
01100 1 3 1 1 2 4
01010 2 6 2 4 4 10
00110 1 4 1 2 2 6
10001 1 1 1 4 2 5
01001 1 2 2 5 3 7
00101 1 3 2 6 3 9
00011 0 0 1 3 1 3

(b) The bijection x 7→ y of BW(N,n) onto BW(n,N) is defined as
follows. For 1 ≤ i ≤ N + n let yi = 1− xi. Then rmaj x = maj y and∑
x∈BW(N,n)

qrmaj x =
∑

y∈BW(n,N)

qmaj y =

[
N + n

n

]
.

(c) A bijection x 7→ z of BW(N,n) onto itself is constructed as follows.
First, for each x ∈ BW(N,n) apply the bijection of (b) to get
y ∈ BW(n,N). Then factorize y in a unique manner under the form
y = v110v210 · · · vk−110vk, where vi is a nondecreasing binary word
of the form 0a1b; moreover, the length l(vi) of vi satisfies l(vi) ≥ 1
for 2 ≤ i ≤ k − 1 and l(v1) ≥ 0, l(vk) ≥ 0. To each nondecreasing
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word vi = 0a1b associate the nondecreasing word ui = 0b1a. Then,
let z := u110u210 · · ·uk−110uk.
For example with x = 10110001011 ∈ BW(6, 5) we get y =
01001110100 ∈ BW(5, 6). The factorization of y = 0(10)011(10)(10)0
yields z = 1(10)001(10)(10)1 = 11000110101 ∈ BW(6, 5). We verify
that rmaj x = maj y = maj z and risex = des y = des z.

(d) Look for the difference between rmaj and maj.∑
x∈BW(n,N)

qMAJ x =
∑

x∈BW(n,N),xn+N=0

qMAJ x +
∑

x∈BW(n,N),xn+N=1

qMAJ x(e)

=
∑

x∈BW(n−1,N)

q2maj′ x+N +
∑

x∈BW(n,N−1)

q2maj x+n

= qN
[
n+N − 1
n− 1, N

]
q2

+ qn
[
n+N − 1
n,N − 1

]
q2

= qN
[
n+N
n,N

]
q2

1− q2n

1− q2N+2n
+ qn

[
n+N
n,N

]
q2

1− q2N

1− q2N+2n

=
[
n+N
n,N

]
q2

qN (1− q2n) + qn(1− q2N )

1− q2N+2N

=
[
n+N
n,N

]
q2

qn + qN

1 + qn+N
.

17. (a) Let w be a word of R(m) and let 1 ≤ x < y = x + 1 ≤ r. Replace
all the factors yx of w by a special letter “∼”. In the new word the
maximal factors containing the two letters x and y are of the form
xayb (a ≥ 0, b ≥ 0). Change all those factors into xbya and replace
every “∼” by yx to obtain a word w′ of the second set. For instance,
with w = 122322233243213 ∈ R(2, 7, 5, 1), x = 2 and y = 3 we
successively get:

w = 122322233243213 7→ 122∼223∼4∼13

7→ 133∼233∼4∼12 7→ 133322333243212 = w′ ∈ R(2, 5, 7, 1).

That transformation is bijective and majw = majw′ holds.

(b) Z(w) = maj(2121122) + maj(1131) + maj(41114) + maj(22322) +
maj(242242) + maj(434) = 4 + 3 + 1 + 3 + 7 + 1 = 19.

(c) The multiplicities of gcycx(w) and lcycx(w) are respectively:
mx = (mx+1,mx+2, · · · ,mr,m1,m2, · · · ,mx−1,mx) and
mx = (m1,m2, · · · ,mx−1,mx+1,mx+2, · · · ,mr,mx).

(d) The global and local cycling are equal to gcyc2(w) = 4234313424 and
lcyc2(w) = 4214121434. But maj gcyc2(w) = 18 and Z(lcyc2(w)) =
16. As majw = 21 and Z(w) = 19, the two differences are equal to 3.

219



D. FOATA AND G.-N. HAN

(e) Consider the unique factorization w = p0q1p1q2p2 . . . qsps of w, where
the pi’s are words all letters of which are at most equal to x and
where the qi’s are words whose letters are all greater than x with
|pi| ≥ 1, |qi| ≥ 1 for all i ≥ 1 and |p0| ≥ 0. The last letter
of each factor pi (resp. qi) is less (resp. greater) than the first
letter of the following factor qi+1 (resp. pi). Say that there is a
rise at the end of the factor pi and a descent at the end of the
factor qi. In the word gcycx(w) those rises become descents and
the descents become rises, the other rises or descents remaining
invariant. Therefore majw−maj(gcycx(w)) = |q1|+ |q2|+ · · ·+ |qs| =
mx+1 +mx+2 + · · ·+mr.

(f) Let a = 1, 2 . . . , r be a letter occurring in w and denote the image of a
under the local cycling u := lcycx(w) by a

′. If i < j and i 6= x, the
subwords wij and ui′j′ are identical up to the reduction. On the other
hand, for x < j, item (e) implies majwxj −maj(gcycx(w))x′j′ = mj .
As the two cyclings are identical up to the reduction for the words
with two letters, it follows that Z(w) − Z(u) =

∑
x<j

(
maj(wxj) −

maj(ux′j′)
)
= mx+1 +mx+2 + · · ·+mr.

(g) The desired bijection Φ is defined, for each word w ∈ R(m) and each
letter x, by the composition product:

Φ(wx) :=
(
lcyc−1x ◦Φ ◦ θmx,mx ◦ gcycx(w)

)
x .

It is readily verified that Φ(wx) is a rearrangement of wx; further-
more, majw = Z(Φ(w)) holds.

18. (a) Let b :=
∑
r≥0

br t
r. Then b0 = a0 and br = ar − ar−1 for r ≥ 1. But

a−(b0+b1+· · ·+br) = a−(a0+a1−a0+· · ·+ar−ar−1) = a−ar and
by assumption the order of that difference tends to infinity with r.

(b) The right-hand side of (7.8) is of the form
∑
s bs t

s, where bs =
1/(u; q)s+1. But lims bs = 1/(u; q)∞. Then let b(t) := (1−t)·

∑
s bs t

s.
It follows that b(1) = 1/(u; q)∞. Multiply the left-hand side of (7.9)
by (1 − t) and put t = 1 afterwards. It is found that

∑
mAm(t =

1, q)um/(q; q)m. This yields (6.13).

(c) This time (a) is to be applied twice in succession. The coefficient
of tr1, that is,

∑
s t
s
2/(u; q1, q2)r+1,s+1, tends to

∑
s t
s
2/(u; q1, q2)∞,s+1

(obvious definition) when r tends to infinity. Multiply the left-hand
side of (13.7) by (1 − t1) and put t1 = 1; we get the expression∑
st
s
2/(u; q1, q2)∞,s+1. As 1/(u; q1, q2)∞,s+1 tends to 1/(u; q1, q2)∞,∞,

when s tends to infinity when the previous sum is multiplied by
(1 − t2) and when t2 is replaced by 1, we get: 1/(u; q1, q2)∞,∞. By
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multiplying the right-hand side by (1− t1) and (1− t2) successively
and by making the substitutions t1 = 1, then t2 = 1, we obtain:∑
nAn(q1, q2)u

n/((q1; q1)n (q2; q2)n).

19. (a) If σ(i) = j, then iσ(j) = i and c iσ(j) = (n + 1 − i). Hence
i c iσ(n+ 1− i) = j and rσ(n+ 1− i) = σ(i) = j.

(b) Write the n points (1, σ(1)), (2, σ(2)), . . . , (n, σ(n)) onto the
square {1, . . . , n} × {1, . . . , n}. The reflection of the square about
the horizontal (resp. vertical, resp. major diagonal) axis transforms
the graph of σ onto the graph of the permutation cσ (resp. rσ,
resp. iσ). But those reflections generate the dihedral group D4 and
there is a one-to-one correspondence between those reflections and
the operations i, c and r.

(c) The relations can be verified either by computation, or geometrically.

(d) Lets cσ := σ′ and r cσ := σ′′. Then j ∈ Ligneσ if and only if
j ∈ [n − 1] and σ(j) > σ(j + 1); hence σ′(j) < σ′(j + 1) and also
σ′′(j′′) < σ′′(j′′) with j′′ = n+ 1− j − 1. Consequently, j ∈ Ligneσ
if and only if j ∈ [n− 1] and, in an equivalent manner, j 6∈ Ligne rσ
or n− j ∈ Ligne r cσ.

20. The verification of all those properties is easy.

21. (a) First C1(x) = x; by induction xCn−1(x) is the generating polynomial
for the permutations having n as a unit cycle; moreover, (n −
1)Cn−1(x) is the generating polynomial for the other permutations,
as the element n can be inserted in (n − 1) manners into each
permutation of order (n − 1) to create a permutation of order n,
where n is not a unit cycle.

(b) Several proofs can be made. If we use #Rmals, then xCn−1(x)
is the generating polynomial for the permutations ending by 1.
Moreover, (n−1)Cn−1(x) is the generating polynomial for the other
permutations, because the insertion of 1 into each one of the (n− 1)
possible slots (excluding the rightmost one) of a permutation of
2, 3, . . . , n, does not modify the right-to-left maximum letter set.

(c) Consider the following modification of the Lehmer-coding: if σ =
σ(1) . . . σ(n), is a permutation, let w := x1x2 . . . xn be the (modified)
Lehmer coding defined by xi := #{j : i+1 ≤ j ≤ n, σ(i) > σ(i+1)}.
Then, invσ = totw, Rmipσ = {i : 1 ≤ i ≤ nxi = 0} and
Rmapσ = {i : 1 ≤ i ≤ nxi = n − i}. First, C1(x, y, q) = xy;
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then, by induction,

Cn(x, y, q) =
∑

w∈SEn

xΣ1≤i≤nχ(xi=n−i)yΣ1≤i≤nχ(xi=0)qΣ1≤i≤nxi

=

n−1∑
x1=0

xχ(x1=n−1)yχ(x1=0)qx1

×
∑

w′∈SEn−1

xΣ2≤i≤nχ(xi=n−i)yΣ2≤i≤nχ(xi=0)qΣ2≤i≤nxi

= (y + q + q2 + · · ·+ qn−2 + qn−1x)Cn−1(x, y, q).

(d) In the maj-coding x1x2 . . . xn of a permutation σ we have xi = 0 if
and only if i is on the right of the subpermutation of σ reduced to
the letters 1, 2, . . . , (i− 1), i.e., if and only if i ∈ Rmalsσ.

(e) First, D1(y, q) = y and for n ≥ 2

Dn(y, q) =
∑

w∈SEn

yΣ1≤i≤nχ(xi=0)qtotw

=
∑

w′∈SEn−1

yΣ1≤i≤n−1χ(xi=0)qtotw
′
n−1∑
xn=0

yχ(xn=0)qxn

= Dn−1(y, q)(y + q + q2 + · · ·+ qn−2 + qn−1).

(f) First, notice that, for k ≥ 1,

y + q + q2 + · · ·+ qkx =
y(1− q) + q

1− q

(
1− qk 1− x(1− q)

y(1− q) + q

)
and

y(1− q) + q

1− q

(
1− 1− x(1− q)

y(1− q) + q

)
= x+ y − 1. Therefore,

Cn(q, x, y) =
(1− x(1− q)
y(1− q) + q

; q
)
n

(y(1− q) + q

1− q

)n xy

x+ y − 1
, so that

∑
n≥0

Cn(q, x, y)
un

(q; q)n

= 1 +
xy

x+ y − 1

∑
n≥1

(1− x(1− q)
y(1− q) + q

; q
)
n

(
u
y(1− q) + q

1− q

)n

= 1 +
xy

x+ y − 1

(( u

1− q
− ux; q

)
∞(

uy +
uq

1− q
; q
)
∞

− 1

)
,

by using the q-binomial theorem (Theorem 1.1).
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22. (a) The polynomial An,k is the generating function for the permutations
of order n having k descents by (maj,#Rmil). When the letter n is
inserted into a permutation of order (n− 1), the number of descents
remains alike, if n is inserted into a descent and is increased by one
otherwise; moreover, the statistic “#Rmil” is increased by one, if n
is placed at the end of the permutation.

(b) Form the two factorial generating functions:

A(t, q, y;u) :=
∑
n≥0

An(t, q, y)
un

(t; q)n
;

B(t, q, y;u) :=
∑
n≥0

An(t, q, y)
un

(t; q)n+1
.

From (a) we deduce:

A(t, q, y;u)=1+yuB(t, q, y;u)+
uq

1− q
A(t, q, y;u)− uq

1− q
A(tq, q, y;u).

As A(t, q, y;u) = B(t, q, y;u)− tB(t, q, y; qu), we get(
1− uq

1− q
− uy

)
B(t, q, y;u) +

(
−t+ utq

1− q

)
B(t, q, y; qu)

+
uq

1− q
B(tq, q, y;u)− utq2

1− q
B(tq, q, y; qu) = 1.

Let B(t, q, y;u) =
∑
s≥0

tsGs(q, y;u) and work out a recurrence for the

coefficients Gs(q, y;u):

(1− q − uq − yu+ yqu)
∑
s≥0

tsGs(q, y;u)

+ (−1 + q + qu)
∑
s≥1

tsGs−1(q, y; qu)

+ uq
∑
s≥0

tsqsGs(q, y;u)− u
∑
s≥1

tsqs+1Gs−1(q, y; qu) = 1− q.

By taking the coefficients of ts on both sides we obtain:

G0(q, y;u) =
1

1− yu
;

Gs(q, y;u) =
1− u(q + q2 + · · ·+ qs)

1− u(y + q + q2 + · · ·+ qs)
Gs−1(q, y; qu) (s ≥ 1),
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so that Gs(q, y;u)=
∏

0≤k≤s

1− u(qk+1 + · · ·+ qs)

1− u(yqk + qk+1 + · · ·+ qs)
. As

1−u(yqk+qk+1+ · · ·+qs) = 1− q + uqs+1

1− q

(
1−qku y(1− q) + q

1− q + uqs+1

)
,

for k = 0, 1, . . . , s, we get

Gs(q, y;u)=
∏

0≤k≤s

1− qku q

1− q + uqs+1

1− qku y(1− q) + q

1− q + uqs+1

=

( uq

1− q + uqs+1
; q
)
s+1(

u
y(1− q) + q

1− q + uqs+1
; q
)
s+1

.

23. (a) As c = i r i, properties (i)—(iii) and relation (19.4) imply that if
σ 7→ PQ, then iσ 7→ QP , r iσ 7→ QTP JT and cσ = i r iσ 7→
P JTQT .

(b) All the relations are proved by direct calculation.

(c) P J =

4 5
1 2 3 , QJ =

3 5
1 2 4 , PT =

5
2 4
1 3 , QT =

5
3 4
1 2 ,

P JT =

3
2 5
1 4 ,QJT =

4
2 5
1 3 . Notice that i, c, r correspond to geometric

transformations on permutations, but neither t, nor j.

Tableaux Permutations Tableaux Permutations

PQ σ = 31 4 2 5 PTQT tσ = 25 1 4 3

PQJ jσ = 34 1 5 2 PTQJT rσ = 52 4 1 3

P JQ 4 1 5 2 3 P JTQT cσ = 35 2 4 1

P JQJ 1 4 2 5 3 P JTQJT 3 2 5 1 4

QP iσ = 24 1 3 5 QTPT 3 1 5 4 2

QJP 3 5 1 2 4 QJTPT 4 2 5 3 1

QP J 2 4 5 1 3 QTP JT 5 3 1 4 2

QJP J 1 3 5 2 4 QJTP JT 4 2 1 5 3

24. For each Ferrers diagram λ with m boxes and each vector m =
(m1,m2, . . . ,mr) of positive integers such that m1 + m2 + · · · +
mr = m let K(λ,m) denote the set of Young tableaux containing
m1 1’s, m2 2’s, . . . , mr r’s. Let σ be a permutation of 1, 2, . . . , r.
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We construct a one-to-one correspondence between K(λ,m) and
K(λ, σm) as follows. Let m = (m1, . . . ,mi,mi+1, . . . ,mr) and m′ =
(m1, . . . ,mi+1,mi, . . . ,mr) differ only by a transposition of two
adjacent terms and consider a tableau T in K(λ,m) in its planar
representation. Write all the pairs i, i+1 in boldface whenever those
two integers occur in the same column with (i + 1) just above i.
The remaining i’s and (i+ 1)’s in T occur as horizontal blocks ia jb

(a ≥ 0, b ≥ 0). We define a bijection T 7→ T ′ of K(λ,m) onto
K(λ,m′) by replacing each block ia jb in T by ib ja and rewriting
the vertical pairs i, i+ 1 in roman type.

25. (a) The identity is true for k = 1. For k ≥ 2 expand the determinant of
Nr(L, n) by the cofactors of the last row. By induction

detNr(L, n) = detNr({ℓ1, . . . , ℓk−1}, ℓk)
[
ℓk+1 − ℓk + r

r

]
− detNr({ℓ1, . . . , ℓk−1}, n).

The first (resp. second) term on the right-hand side is the generating
polynomial for the words w = w1w2 . . . wn satisfying the conditions
(∗)(L,n), with the possible (resp. sole) exception of the subcondition
wℓk < wℓk+1.

(b) The construction of the bijections may be regarded as another
version of the MacMahon Verfahren.

(c) Similar to the proof of Theorem 18.2. Start with a pair (σ, s) having
the properties (E22.2) and let d = d1d2 . . . dn be the word whose
letters di are defined by

di :=

{
si − si+1 − χ(i ∈ Iligneσ), if 1 ≤ i ≤ n− 1;
sn, if i = n.

Then d1 + · · · + dn + idesσ = s1, so that it makes sense to put
d0 := r − s1 ≥ 0 and d0 + d1 + · · · + dn + idesσ = r. On the
other hand, 1 · d1+2 · d2+ · · ·+n · dn+imajσ = tot s. The mapping
(σ, s) 7→ (σ, (d0, d1, . . . , dn)) is a bijection of the pairs (σ, s) satisfying
(E22.2) onto the pairs (σ, (d0, d1, . . . , dn)) such that Ligne σ = L
and where the integers d0, d1, . . . , dn are nonnegative and of sum
d0 + d1 + · · ·+ dn = r − idesσ. Hence,∑
r≥0

tr detNr(L, n)

=
∑
r≥0

tr
∑

w∈Wr(L,n)

qtotw =
∑
r≥0

tr
∑
(σ,s)

qtot s
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=
∑
r≥0

∑
σ

∑
d0,...,dn

td0+···+dn+idesσq1.d1+···+n.dn+imajσ

=
∑
σ

tidesσqimajσ
∑

r≥idesσ

∑
d0+···+dn
=r−idesσ

td0(tq)d1 · · · (tqn)dn

=
∑
σ

tidesσqimajσ 1

(t; q)n+1
.

(c) This is the specialization for t = 1.
(d) A direct proof can be found (see [St86, p. 70]); it is also a consequence

of Corollary 11.5.

26. (a) Distribute the n integers 1, 2, . . . , n into k classes of sizes a1, a2, . . . ,
ak. Write the elements in each class in increasing order and justapose
those class increasing sequences in the following order: first class 1,
then class 2, . . . , class k. This yields a permutation σ having the
following property: Ligne σ ⊂ {a1, a1 + a2, . . . , a1 + a2 + · · ·+ ak−1}.
Furthermore, there are n!/(a1! a2! · · · ak!) ways of making up such
permutations.

(b) The expansion of the right-hand side reads
∑
σ,b

q
b1(σ)
1 q

b2(σ)
2 · · · qbn(σ)n ,

where the summation is over all permutations σ and the sequences
of integers b = (b1(σ) ≥ b2(σ) ≥ · · · ≥ bn(σ) ≥ 0) such that
the following property holds: k ∈ Ligneσ ⇒ bk(σ) > bk+1(σ).
But the sequence b may be written as ia11 i

a2
2 . . . iakk , where i1 >

i2 > · · · > ik ≥ 0 and a1 ≥ 1, a2 ≥ 1, . . . , ak ≥ 1,

so that the monomial q
b1(σ)
1 q

b2(σ)
2 · · · qbn(σ)n is still equal to (∗)

qi11 · · · qi1a1q
i2
a1+1 · · · q

i2
a1+a2 · · · q

ik
a1+···+ak−1+1 · · · q

ik
a1+···+ak . But the se-

quence ia11 i
a2
2 . . . iakk is nothing but a partition λ = (λ1 ≥ λ2 ≥ · · · )

having at most n positive parts, and a1 parts equal to i1, a2 parts
equal to i2, . . . , ak parts equal to ik, so that the monomial (∗) is
also equal to qλ. Hence,∑

σ,b

q
b1(σ)
1 q

b2(σ)
2 · · · qbn(σ)n

=
∑
λ

qλ#{σ : Ligneσ ⊂ {a1, a1+a2, . . . , a1+· · ·+ak−1}}

=
∑

λ,l(λ)≤n

qλ
n!

a1! a2! · · · ak!
=

∑
λ,l(λ)≤n

qλ
(

n

m(λ)

)
.

27. The left-hand side of (E27.1) is equal to the sum of the series∑
ts

′+desU wq∥a∥+majU w over all triples (s′,a, w). By using Propo-
sition 3.1 the right-hand side is equal to the sum of the series
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ts q∥a

(1)∥+···+∥a(r)∥, where each a(i) = (ai,1, . . . , ai,ci) is a sequence
of integers satisfying s ≥ ai,1 ≥ · · · ≥ ai,ci ≥ 0, if i ∈ S<;
s ≥ ai,1 > · · · > ai,ci ≥ 0, if i ∈ S≤; s ≥ ai,1 ≥ · · · ≥ ai,ci ≥ 1,
if i ∈ L<; s ≥ ai,1 > · · · > ai,ci ≥ 1, if i ∈ L≤. The bijec-
tion (s′,a, w) 7→ (s, a(1), . . . , a(r)) such that s = s′ + desU w and
‖a‖+majU w = ‖a(1)‖+ · · ·+ ‖a(r)‖ can be constructed by rewrit-
ing the MacMahon Verfahren developed in sections 6 and 7 almost
verbatim. To obtain (E27.2) use the manipulation on q-series as at
the end of section 7 for going from identity (7.7) to (7.8).To derive
(E27.3) multiply (E27.2) by (1− t) and make t = 1.

28. (a) The identity follows from Theorem 5.1. The letters belonging to S<
bring no further U -inversions; those belonging to S≤ ∪ L≤ bring∏
i∈S≤∪L≤

q(
mi
2 ) extra U -inversions when they are compared between

themselves; finally, the U -inversion number must be increased by the
number of letters belonging to L< ∪ L≤, that is,

∑
i∈L<∪L≤

mi. To

show that invAUm(q) = AUm(1, q) is equal to the right-hand side of
(E27.3) it suffices to expand the q-multinomial coefficient and to
make use of (3.7) and (3.8).

(b) Let w = x1x2 . . . xm be a word in R(m). For each i ∈ S≤ ∪ L≤
replace the mi occurrences of the letter i in w by the letters (i,mi),
(i,mi − 1), . . . , (i, 1), when reading the word from left to right. For
each i ∈ S< ∪ L< replace all the mi occurrences of i by the same
letter (i, 1). Finally, let ∗ := (h+ 1

2 , 1). By convention, (i, k) < (j, l)
if either i < j, or i = j and k < l, so that the new word, say, w, has
its letters in a totally ordered alphabet.
Apply the transformation Φ to w ∗ to obtain a word of the form
Φ(w ∗) = w′ ∗. In w′ replace each letter (i, k) by the letter i, to
obtain a word w′ in the class R(m). Define Ψ(w) = w′.

(c) Apply the algorithm described in (b). In the first operation write
ik instead of (i, k) and obtain w = 61, 22, 21, 31, 11, 71, 71, 41, 81, 51.
Here ∗ = 4 + 1

2 ; apply Φ to w ∗, then derive Ψ(w):

w ∗ = 61, 22, 21, 31, 11, 71, 71, 41, 81, 51, ∗
| 61
61 | 22
61, 22 | 21
61, 22 | 21 | 31
22, 61, 21, 31 | 11
22, 61, 21, 31, 11 | 71
22, 61, 21, 31, 11, 71 | 71
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22, 61 | 21, 31, 11, 71 | 71 | 41
61, 22, 71, 21, 31, 11, 71, 41 | 81
61 | 22, 71 | 21, 31, 11, 71 | 41, 81 | 51
61 | 71 | 22, 71 | 21, 31, 11, 81 | 41, 51 | ∗

Φ(w ∗) = 61, 71, 71, 22, 81, 21, 31, 11, 51, 41, ∗
Ψ(w) = 6, 7, 7, 2, 8, 2, 3, 1, 5, 4

The number of U -inversions is 0+ 0+0+3+0+5+4+7+4+5 =
28, plus the number of elements in L< ∪ L≤, which is 5. Thus,
invUΨ(w) = 33.

29. (a) By induction on the number l of parts of λ.
(b) Again by induction on l we get ξq(hλ) = invAλ(t, q)/(q; q)n, where

invAλ :=
∑
σ t

desλ σqinvσ (σ ∈ Sn).
(c) Same derivation as in (a).
(d) Let E(u) := (−t + exp(u(t − 1))/(1 − t) = 1 +

∑
k≥1

(1 − t)k−1uk/k!

Then E(u)
(
1+

∑
k≥1

tAk(t)(−u)k/k!
)
= E ′(u) (the derivative of E(u)).

(e) ξq(pn) =
1

(q; q)n

∑
1≤k≤n

q(
k
2)
[
n

k

]
k(t− 1)k−1invAn−k(t, q);

ξQ,q(pn)=
1

(Q;Q)n(q; q)n

∑
1≤k≤n

Q(k2)
[
n

k

]
Q

[
n

k

]
q

k(t−1)k−1Bn−k(t,Q, q).

(f) No more hints.

30. The generating function for the B
(3)
n is equivalent to the recurrence

formula

B(3)
n =

∑
0≤k≤n

Xk q(
k+1
2 )

∑
0≤m≤n−k

[
n

m

]
An−mn−m(t, q)

[
n−m
k

]
qmk(1− t)m.

Hence, to show that B′′′n = B
(3)
n , it suffices for 0 ≤ k ≤ n to prove

the recurrence formula

Akn(t, q) =
∑

0≤m≤n−k

[
n− k
m

]
q

An−mn−m(t, q) qmk (1− t)m.

Use the iterative method already illustrated in § 21.3. If a permuta-
tion of order n ends with a term at most equal to (n − k), we can
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consider its longest increasing rightmost factor (l.i.r.f.). If the per-
mutation ends with a term greater than or equal to (n−k+1), make
the convention that its l.i.r.f. is of length zero.
For m = 0, 1, . . . , n − k designate the generating function for those
permutations whose l.i.r.f. is of length m by Fm and let Gm :=
Fm+ · · ·+Fn−k. Then um =

[
n−k
m

]
q
An−mn−m(t, q) qmk is the generating

function for the permutations whose l.i.r.f. is of length at least equal
to m, adding a supplementary descent when the l.i.r.f. is of length
greater than or equal to (m+ 1). We then have

um = Fm + tGm+1;

and

Gm = um + (1− t)Gm+1.

As An,k(t, q) = G0 and as Gn−k = Ak,k(t, q) q
(n−k)k, we obtain the

recurrence formula by iteration starting with G0.

31. No comment for the first part. The relation involving sgnA2n+1(t)
is treated in the same way. For the last part notice that maj σ =
2 maj τ +

∑
i∈E(σ)(2i− 1). Hence

sgnAn(t, q) =
∑
σ

sgnσ t1+desσqmajσ

=
∑

(τ,E(σ))

(−1)#E(σ) t1+des τ+#E(σ)q2maj τ+Σi∈E(σ)(2i−1)

=
∑

E⊂{1,...,n}

(−t)#EqΣi∈E(2i−1)
∑
τ∈Sn

t1+des τq2maj τ

= (tq; q2)n t
majAn(t, q

2).

32. (a) The table of the first a(n, i) is the following:

i = 1 2 3 4 5 6 7 8
n = 1 1

2 2 2
3 2 1 1
4 3 3 1 1
5 3 2 1 1 1
6 3 3 2 1 1 1
7 3 2 2 1 1 1 1
8 4 4 2 2 1 1 1 1
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(b) By definition 1− qi =
∏
{Φd(q) : d | i} for each i ≥ 1. As (1− q2i) =

(1−qi)(1+qi), we have 1+qi =
∏
{Φd(q) : d | 2i, d |−i}. In particular,

if 0 ≤ j ≤ l, then 1 + qm2j =
∏
{Φd(q) : d |m2j+1, d |− m2j} =∏

{Φd(q) : d ∈ Aj}.
(c) As the sets Aj are two by two disjoint, it suffices to show that B is

the union of the Aj ’s. But if d |m2j+1, d |−m2j+1 for some j with
0 ≤ j ≤ l, then d | 2n (equal to m2l+1) and d is even. Thus d belongs
to B. Conversely, suppose d | 2n and d even. Then d = m′2j+1

with m′ odd, m′ |m and 0 ≤ j ≤ l. Consequently, d is an element
of Aj .

(d) The product is zero if k ≥ n. When 0 ≤ k ≤ n − 1, the Gaussian
polynomial is the product of the two factors

P =
Odn(q)(1− q2n−1)Odn−1(q) · · · (1− q2n−2k+1)Odn−k(q)

(1− q2k+1)Odk(q)(1− q2k−1) · · ·Od1(q)(1− q)
and

Q =
Evn(q)Evn−1(q) . . . Evn−k(q)

Evk(q)Evk−1(q) . . . Ev1(q)
. When numerators and denom-

inators are expressed in terms of cyclotomic polynomials, then P
and Q involve cyclotomic polynomials Φd with d odd for P and d
even for Q. As

[
2n

2k+1

]
is a polynomial and the cyclotomic polyno-

mials are irreducible, each of those two factors is also a polynomial.
But P is precisely equal to the expression under consideration.

(e) Rewrite the recurrence relation (24.5)

D2n+1(q) =
∑

0≤k≤n−1

[
2n

2k + 1

]
q2k+1D2k+1(q)D2n−2k−1(q).

First, D1(q) = 1. Proceed by induction on n ≥ 1. For 0 ≤ k ≤

n − 1 the product

[
2n

2k + 1

]
D2k+1(q)D2n−2k−2(q)

Ev1(q) . . . Evn(q)
is a polynomial

because it may be factorized as

[
2n

2k + 1

]
Ev0(q) · · ·Evk(q)
Evn−k(q) · · ·Evn(q)

×

D2k+1(q)

Ev0(q) · · ·Evk(q)
× D2n−2k−1(q)

Ev1(q) · · ·Evn−k−1(q)
. The first factor is a poly-

nomial by (d), so are the other two by the induction hypothesis.
Hence, when n is odd, each term in the sum in the quadratic recur-
rence above is divisible by Fn(q) = Ev1(q)Ev2(q) · · ·Evn(q). Thus
Fn(q) |D2n+1(q). When n is even, rewrite the recurrence formula by
grouping the terms two by two to give

D2n+1(q) =
∑
k

[
2n

2k + 1

]
q2k+1(1+q2(n−2k−1))D2k+1(q)D2n−2k−1(q),
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where this time k runs over the interval [0, n/2 − 1]. As n is even,
the binomial 1 + q2(n−2k−1) is divisible by 1 + q2; and the product[

2n
2k+1

]
D2k+1(q)D2n−2k−2(q) is divisible by Ev1(q) · · ·Evn(q). Hence,

each term in the sum is divisible by Fn(q)=(1+q2)Ev1(q) · · ·Evn(q).

33. (a) Let σ = x1x2 . . . x2n be a balanced rising alternating permutation
(b.r.a.p.) of order 2n. As 2n is necessarily a peak of σ, it must be
the leftmost one, i.e., x2 = 2n. If x1 = i with i ≤ 2n− 2, then (i+1)
would occur to the right of i and σ would not be balanced. Thus σ
is of the form σ = (2n − 1)(2n)x3 · · ·x2n−1x2n and is balanced if
and only if the right factor x3 · · ·x2n−1x2n is i-balanced for every
i = 1, 2, . . . , 2n − 3. By induction, (2n − 3)(2n − 2) · · · 3412 is the
only b.r.a.p. of order 2n− 2, so that the unique b.r.a.p. of order 2n
is (2n− 1)(2n)(2n− 3)(2n− 2) · · · 3412.

(b) If σ contains the factor (i′ + 1)i′, then all the letters greater than
(i′ + 1) are to the left of (i′ + 1). But as σ is alternating of even
length, the letter i′ is between two letters greater than i′, which is a
contradiction.

(c) The relation invΦ(σ) = invσ + 1 implies that a rising alternating
permutation with a maximal number of inversions is necessarily
balanced. As there is only one such a permutation whose number
of inversions is equal to 2n(n− 1), the property is proved.

(d) As
∑
{qinvσ : σ ∈ A2n} =

∑
{qinvσ : σ ∈ B2n} = q4(n−1)E2n−2(q)

and
∑
{qinvσ : σ ∈ A2n ∩B2n} = q4(n−2)+4(n−1)E2n−4(q), the induc-

tion on n implies
∑
{qinvσ : σ ∈ A2n∪B2n} ≡ 2q4(n−1)q2(n−1)(n−2)−

q4(n−2)+4(n−1)q2(n−2)(n−3) ≡ q2n(n−1) mod (q + 1)2.

(e) Let C2n be the complement of A2n ∪ B2n, that is, the set of rising
alternating permutations of length 2n having (2n) and (2n − 1)
among their peaks and 1 and 2 among their troughs. There remains
to show that

∑
{qinvσ : σ ∈ C2n} ≡ 0 mod (q + 1)2. Let τ , τ ′ be

the transpositions (2n− 1, 2n) and (1, 2), respectively, and G be the
group of order 4 generated by {τ, τ ′}. The group G acts on C2n and
the generating polynomial for the four elements in each orbit by the
number of inversions is divisible by (q+1)2. Therefore, the generating
polynomials for all elements of C2n is also divisible by (q + 1)2.

34. No comment.

35. Rewrite identity (25.3) as
∑

w∈[0,r]∗

(
w
w

)
= 1/ det(I − Cr), where Cr is

the matrix displayed in (25.4) and let V be the homomorphism of

231



D. FOATA AND G.-N. HAN

the algebra AMM generated by V
(
a
b

)
=

{(
a
b

)
, if a 6= b;

0, if a = b.
This yields

the corresponding formula for the vertical derangements.

36. For getting (i) apply the homomorphism Φ
(
i
j

)
:=

{
tuj , if i < j;
uj , if i ≥ j; to

the identity det(I − Cr)× Bos = 1.
Let fr+1(u0, . . . , ur) denote the right-hand side of formula (ii). Then
fr((1− t)u1, . . . , (1− t)ur) =

∏
1≤i≤r

(1− (1− t)ui) by Theorem 14.2;

also, fr+1(u0, . . . , ur)=fr(u1, . . . , ur)−u0 fr(((1−t)u1, . . . , (1−t)ur).
Next, let gr+1(u0, . . . , ur) denote the value of the determinant D. By
subtracting the rightmost column from each of the other columns we
get for r ≥ 1:
gr+1(u0, . . . , ur)

= det


1 0 . . . 0 −u0

(1− tu1) 1 . . . −u1 −u1
...

...
. . .

...
...

(1− t)ur−1 (1− t)ur−1 . . . 1 −ur−1
(1− t)ur − 1 (1− t)ur − 1 . . . (1− t)ur − 1 1− ur

 .

Expanding the determinant along the first row yields
gr+1(u0, . . . , ur) = gr(u1, . . . , ur) + (−1)r+1u0 hr(u1, . . . , ur) with

hr(u1, . . . , ur) = det


(1− tu1) 1 . . . −u1

...
...

. . .
...

(1− t)ur−1 (1− t)ur−1 . . . 1
(1− t)ur − 1 (1− t)ur − 1 . . . (1− t)ur − 1

 .

But

hr(u1, . . . , ur) = ((1− t)ur − 1)hr−1(u1, . . . , ur−1)

=
∏

1≤i≤r

((1− t)ui − 1)

= (−1)rfr((1− t)u1, . . . , (1− t)ur),
and then

gr+1(u0, . . . , ur) = gr(u1, . . . , ur)− u0 fr((1− t)u1, . . . , (1− t)ur).

As g(u0)=1−u0=f1(u0) and g2(u0, u1)=det

(
1 −u0

(1− t)u1 − 1 1− u1

)
= f2(u0, u1), identity (ii) holds. For (iii) use Theorem 4.2 and (iv)
is banal.

37. We have: Ferm = det

(
1−

(
1
1

)
−
(
1
2

)
−
(
2
1

)
1−

(
2
2

)) = 1−
(
1
1

)
−
(
2
2

)
+
(
12
12

)
−
(
21
12

)
and Bos(3) = 1+

(
1
1

)
+
(
2
2

)
+
(
11
11

)
+
(
12
12

)
+
(
12
21

)
+
(
12
22

)
+
(
111
111

)
+
(
112
112

)
+
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112
121

)
+
(
112
211

)
+
(
122
122

)
+
(
122
212

)
+
(
122
221

)
+
(
222
222

)
. Making all the cancellations

the product Ferm×Bos(3) becomes 1 + S1 + S2 + S3 + S4, where
S1 =

(
12
12

)
+
(
12
21

)
−

(
21
12

)
−
(
21
21

)
, S2 =

(
112
211

)
+

(
121
121

)
−
(
211
211

)
−

(
211
121

)
,

S3 =
(
122
122

)
+

(
122
212

)
−

(
212
122

)
−

(
212
212

)
, S4 =

(
122
221

)
−

(
212
221

)
. As by

assumption Ferm×Bos(3) = 1, we necessarily have: S1 = 0, S2 = 0
and S3 + S4 = 0. The identity S1 = 0 implies that rule (R2) holds
in A. But if (R2) holds, S2 is also null, as the biletter

(
2
2

)
can be

factorized out. In its turn S4 = 0, and so
(
12
22

)
−

(
21
22

)
= 0 and this

means that (R1) also holds in A.
38. In the determinant D subtract the r-th row from the (r+ 1)-st one;

then the (r − 1)-st from the r-th row; . . . , the first row from the
second, to obtain:

D =

∣∣∣∣∣∣∣∣∣∣∣

1 −X1 −X2 · · · −Xr−1 −Xr

−1− Y0 1 +X1 0 · · · 0 0
0 −1− Y1 1 +X2 · · · 0 0
...

...
...

. . .
...

..

.

0 0 0 · · · 1 +Xr−1 0
0 0 0 · · · −1− Yr−1 1 +Xr

∣∣∣∣∣∣∣∣∣∣∣
.

Next, make the cofactor expansion of D with respect to the first
row::

D =
∏

1≤j≤r

(1 +Xj)−
∑

1≤l≤r

( ∏
0≤j≤l−1

(1 + Yj)
∏

l+1≤j≤r

(1 +Xj)
)
Xl

=
∏

1≤j≤r

(1 +Xj) +X0

∏
1≤j≤r

(1 +Xj)

−
∑

0≤l≤r

( ∏
0≤j≤l−1

(1 + Yj)
∏
l≤j≤r

(1 +Xj)
) Xl

1 +Xl
.

Hence,

∑
w∈[0,r]∗

h

ψ(w) =

∏
0≤j≤r

(1 + Y ′j )

(1 +Xj)

1−
∑

0≤l≤r

∏
0≤j≤l−1

(1 + Yj)

(1 +Xj)

Xl

1 +Xl

.

39. As
∑

w∈[0,r]∗
ψ(w) =

∑
v∈[0,r]∗

h

β ψ(v) by (26.17) with β defined in (26.16),

we get the desired expression. To get the second formula note that
by definition each letter equal to 0 cannot be a decrease value.
Consequently, the weight ψ(w) of each word w must not contain
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the variables X0, Z0. There is then another expression for the right-
hand side of the formula, which does not involve the variables X0,
Z0. To obtain factor out (1−Z0)/(1−Z0+X0) from both numerator
and denominator of the right-hand side.

40. First, check that∏
0≤j≤r

(1− sYj)−
∏

0≤j≤r

(1− Yj)

=
∑

0≤l≤r

∏
0≤j≤l

(1− sYj)
∏

l+1≤j≤r

(1− Yj)−
∑

0≤l≤r

∏
0≤j≤l−1

(1− sYj)
∏

l≤j≤r

(1− Yj)

=(1− s)
∑

0≤l≤r

Yl

∏
0≤j≤l−1

(1− sYj)
∏

l+1≤j≤r

(1− Yj).

Using identity (*) we get:

1

1− s
∑

0≤l≤r−1
Yl

∏
0≤j≤l−1

(1− sYj)/
∏

0≤j≤l
(1− Yj)

=

∏
0≤j≤r−1

(1− Yj)∏
0≤j≤r−1

(1− Yj)− s
∑

0≤l≤r−1
Yl

∏
0≤j≤l−1

(1− sYj)
∏

l+1≤j≤r−1
(1− Yj)

=

∏
0≤j≤r−1

(1− Yj)∏
0≤j≤r−1

(1− Yj)− s
( ∏
0≤j≤r−1

(1− sYj)−
∏

0≤j≤r−1
(1− Yj)

)
/(1− s)

=

(1− s)
∏

0≤j≤r−1
(1− Yj)∏

0≤j≤r−1
(1− Yj)− s

∏
0≤j≤r−1

(1− sYj)
.

41. No comment.
42. No comment.
43. No comment.

44. (a) The permutations compatible with 3 2 12 are the following: 1123 (no
descent); 2134, 3124, 4123 (one descent at position 1); 1324, 2314,
1423, 3412, 2413 (one descent at position 2); 4213, 4312, 3214 (two
descents at positions 1 and 2).

(b) We have
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w =1|1|2|3 1|1|3 2 1|2 1|3 1|2|3 1 1|3 1 2 1|3 2 1
σ̌ =4|3|2|1 4|3|1 2 4|2 3|1 4|2|1 3 4|1 3 2 4|1 2 3
σ = 12 3 4 2 1 3 4 1 3 2 4 3 2 1 4 3 1 2 4 2 3 1 4
z = 00 0 0 1 0 0 0 1 1 0 0 2 1 0 0 1 0 0 0 1 1 0 0
m= 32 1 1 3 2 1 1 3 2 1 1 3 2 1 1 3 2 1 1 3 2 1 1
c = 32 1 1 2 2 1 1 2 1 1 1 1 1 1 1 2 2 1 1 2 1 1 1



w =21 1|3 2 1|3 1 2|3 1 1 3 1 1 2 3 1 2 1 3 2 1 1
σ̌ =24 3|1 2 4|1 3 2|1 4 3 1 4 3 2 1 4 2 3 1 2 4 3
σ = 14 2 3 3 4 1 2 4 2 1 3 4 1 2 3 4 3 1 2 2 4 1 3
z = 11 0 0 1 1 0 0 2 1 0 0 1 0 0 0 2 1 0 0 1 1 0 0
m= 32 1 1 3 2 1 1 3 2 1 1 3 2 1 1 3 2 1 1 3 2 1 1
c = 21 1 1 2 1 1 1 1 1 1 1 2 2 1 1 1 1 1 1 2 1 1 1


45. No comment.
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Notes

The use of the algebra of q-series in Combinatorics goes back to
MacMahon [Mac13, 15, 78], who realized that certain closed formulas in
Enumeration could only be expressed in that context. He had a great
talent for deriving many of his results in a very intuitive manner. In our
to-day’s more systematic approach a memoir on q-series in Combinatorics
has to begin with a chapter on basic hypergeometric series, at least on the
fundamental result of that theory, which is the q-binomial theorem. More
material can be found in Gasper and Rahman [GaRa90], also in the old
book by Slater [Sl66], or in the more recent one by Fine [Fi88]. The second
chapter in Andrews’ book [An76] also covers all that is needed on this
subject. The combinatorial aspects of the hypergeometric series identities
are developed in [JoSt87], but not discussed in those Notes. Published in
the seventies Gessel’s, Ph.D. thesis [Ge77] must be viewed as an excellent
memoir on q-series and combinatorics.

Coding permutations by sequences of integers for computer purposes
goes back to Lehmer [Le60]. The inv-coding, as such, belongs to him. The
maj-coding is implicit in the early papers by Carlitz [Ca54, 59, 75] on
Eulerian numbers and made explicit in Rawlings [Ra79, 80]. In studying
the genus zeta function of local minimal hereditary orders, Denert [Den90]
introduced a new permutation statistic, which was later christened “den”
and was shown to be equidistributed with the major index or inversion
number. The den-coding in § 2.3 is taken from [FoZe90].

The algebra of the q-binomial coefficients is classical; see, e.g. [An71,
§ 3.3]. It was convenient to devote a full chapter, essentially chap. 4, to
presenting the main combinatorial structures counted by those coefficients.
Chapters 5 and 6 may be regarded as an extension of section 3.4 of
Andrews’s monograph [An71]. However, the proof of the fact that the
Major Index is a q-multinomial statistic, a result that is due to MacMahon
[Mac13], is given in greater detail; it involves the so-called MacMahon
Verfahren, that can be viewed as a transformation on two-row matrices.
That transformation is based upon a commutation rule that preserves the
statistics under study. Notice that the MacMahon Verfahren has been
extended by Stanley [St72] in his theory of (P, ω)-partitions.
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As is often the case, an explicit combinatorial tool like the MacMahon
Verfahren opens the way to significant extensions, such as the study of
bivariable polynomials Am(t, q), indexed by sequences m = (m1, . . . ,mr)
of r nonnegative integers. Formula (7.7) already appears in MacMahon
[Mac15, vol. 2, p. 211]. Chapters 7, 8 and 9 should be regarded as a
systematic approach to combinatorial q-calculus. The material has been
taken from [ClFo95a and b, Fo95, FoKr95].

Several sources have been used for chapter 10: [Ri58, p. 38–39 and 213–
216, FoSc70] for the traditional Eulerian polynomials, [ChMo71, St76] for
the q-inv Eulerian polynomials, [Fo76, Ga79] for the joint study of the two
q-extensions. The iteration method developed for Lemma 10.2 appears in
several different forms, for instance in [Ge82, Ze80a, FoZe91].

The joint combinatorial study of the statistics “maj” and “inv” on a
class of rearrangements of an arbitrary sequence, as written in chapter 11,
is borrowed from [Fo68, FoSc78]. However the construction of the funda-
mental transformation is made in a very different manner, as there is a
canonical way of extending each bijection valid for binary words to a bi-
jection over an arbitrary class of rearrangements. Notice that Björner and
Wachs have proposed an interesting extension to Poset Theory [BjW88]
and derived further properties of the fundamental transformation. Prop-
erties (d) and (e) in Theorem 11.3 are basically theirs.

The expansion of the infinite product 1/
∏
i≥0,j≥0(1 − uqi1q

j
2), made

in chapter 12, can be found in [Ca56] and also in [Ro74], where a first
combinatorial interpretation was given. See also [St76].

The expansion of the finite product 1/
∏

0≤i≤r,0≤j≤s(1 − uqi1q
j
2) natu-

rally leads to the study of a four-variable generating polynomial for the
permutation group. Identity (13.7) first appeared in [GG78]. Other proofs
can be found in [Ra80, DeFo85]. Specializations had been anticipated in
[Ca76].

There is no originality in discussing some basic facts on symmetric
functions, as done in chapters 14, 15, 16. The best source of study
remains Macdonald’s book [Ma95]. To-day we rejoice at the coming out
of Lascoux’s treatise [La03] with its creative approach to the subject, as
started in [LaSch81, 84].

The combinatorial definition of the Schur function given in chapter 17
is taken from Proctor [Pr89], but has been rewritten in a more systematic
way, under the superb guidance of our friend Jean-Pierre Jouanolou.

Corollary 18.3 can be found in [St76], also in [DeFo85]. The idea of
keeping a several-variable statistic y instead of the one-variable “imaj” is
due to Adin et al. [ABR01]. This yields Theorem 18.2, but the resulting
identities involve a non-ring linear homomorphism.
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NOTES

The Robinson-Schensted correspondence [Ro38, Sc61], that has been
so popular in the seventies and eighties, is described in the more general
set-up developed by Knuth [Kn70]. The geometric properties of that corre-
spondence are due to Schützenberger [Sch73, 77]. An excellent exposition
of its various properties is given in [Kn70, p. 48–72]. Theorem 19.4 may
be regarded as an Adin-Brenti-Roichman extension of identity (13.7).

The generating function for the signed permutations by number of
descents (Theorem 20.1) has been calculated by various authors: [St92,
StE93, Br94, Re93a, Re93b, Re93c, Re95a, ClFo94]. The proof of Theo-
rem 20.1 is taken from the last reference. Theorem 20.3 is due to Car-
litz et al. [Ca76], Theorem 21.1 to [FoHa97]; however its specialization
to the symmetric group appears already in [St76]. The idea of taking fi-
nite analogs of the Bessel functions for enumerating pairs of permutations
is due to Fedou and Rawlings [Fe95, FeRa94, FeRa95]. The extension to
the group of signed permutations and accordingly Theorem 22.5 can be
found in [FoHa96]. The proof of the theorem relies upon a very conve-
nient inversion formula, which has appeared in various contexts [GoJa83,
p. 131, St86, p. 266, Vi86, HuWi75, Ze81]. The inversion formula stated
here (Lemma 22.3) is borrowed from [FeRa94, FeRa95].

The proof of Theorem 23.1 is taken from [FoZe81]. The Désarménien
Verfahren was developed in the two papers [De82 and 83]. Lemma 23.2,
Proposition 23.3, as well congruences (23.19) and (23.27) are due to
Désarménien. Congruences (23.20) and (23.28) are apparently new. Sec-
tion 23.4 on signed Eulerian numbers are taken from [DeFo92]. Those
numbers were introduced by Loday [Lod89] in a study of the cyclic ho-
mology of commutative algebras.

The theory of basic trigonometric functions is due to Jackson [Ja04]
(see the detailed bibliography in Gasper and Rahman’s book [GaRa90].)
The study of bibasic trigonometric functions proposed in this memoir, as
well as its combinatorial counterpart, are apparently new.

The purpose of Chapter 25 has been to make a joint study of the
celebrated MacMahon’s “Master Theorem,” in its various forms, the
original commutative one, the Cartier-Foata partially commutative and
Garoufalidis-Lê-Zeilberger ones.

The decrease value theorem, developed in the last two chapters, may
be regarded as an extension of the “Master Theorem” in the sense that
it takes a multivariate statistic into account, involving the basic notions
of decrease, increase, record, rise and descent. It can be used to derive
several explicit distributions of permutation statistics.

For Ex. 1 see [De82a] or [An76, chap. 3, Examples 1–6]. The proof
of the Ramanujan sum (Ex. 2) reproduces Ismail’s derivation [Is77]. The
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maj-inv bijection for permutations described in Ex. 3 belongs to common
knowledge. For Ex. 12 and 13 refer to [Ri58, p. 38–39 and 213–216, FoSc70],
as mentioned above. In Ex. 14 the solution made by Clarke [Cl95] has
been borrowed. Ex. 14 reproduces the techniques developed in [Ha90a,
90b]. Notice that the study of the Denert statistics for arbitrary words,
as developed in [Ha94, 95] has not been touched in those Notes. See, e.g.
[Lo02, chap. 10].

The Z-statistic has been introduced in [ZeBr85] for the proof of the
Andrews q-Dyson conjecture. The combinatorial approach in Ex. 17 is
due to Han [Ha92]. The tableau emptying-filling involution was invented
by Schützenberger [Sch73] and used in [FoSc78]. Ex. 20 is taken from
[FoSc78]. Ex. 25 can be regarded as the t-extension of § 11.4 in the book
by Lothaire [Lo02]. The identity of Ex. 26 is taken from [ABR01]. The
calculation in Ex. 27 was made in [FoKr95], as well as the content of
Ex. 28.

The Brenti homomorphism (see Ex. 29) has been used in [BecRe95],
other applications of the Brenti homomorphism are proposed in the
Exercise. The formula used for the length in the group of the signed
permutations is due to Brenti [Br94], the generating function for the pair
(length, number of descents) derived in Ex. 30 is due to Reiner [Re95a].
The involution in Ex. 31 belongs to Wachs [Wa92]. Finally, Ex. 32 and 33
are taken from [Fo81] and [AnFo82]. The remaining exercices make use
of the various forms of the “Master Theorem” and the Decrease Value
Theorem.

The algebra of symmetric functions, especially the Cauchy identity for
Schur functions, has been a powerful tool for deriving various generating
counting series. We have not mentioned other tools, such as the Hook
Young diagrams developed by Berele, Regev and Remmel [BeRe85, 87]
and the derived (k, l)-Schur functions [Rem83, 84, 87]. In most cases it
seems that the Schur function model suffices for the derivations [DeFo91].

We have not discussed operator techniques, as developed in [An71] or
[Ze80b]. The subject of permutation statistics is in full expansion, so that
the present Notes can only be regarded as a partial aspect of to-day’s
state of the art. There have been interesting studies by the Californian
school (see [Bec95, 96]) and by the vigorous Israeli school ([AR01, ABR01,
ReRo03a, ReRo03b]. The goal is to find the most appropriate maj-analogs
for the further Weyl groups, or to work out with set-valued statistics
[FoHa02]. The first results found in [AR01] are very promising. Finally,
let us mention the paper by Babson and Steingŕımsson [BaSt00] on the
classification of the patterns that lead to a Mahonian distribution.
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lynômes eulériens. Berlin, Springer-Verlag, 1970 (Lecture Notes in Math., 138).

[FoSc78] Dominique Foata and Marcel-Paul Schützenberger, Major Index and Inversion
number of Permutations, Math. Nachr., vol. 83, 1978, p. 143–159.

[FoZe90] Dominique Foata and Doron Zeilberger, Denert’s Permutation Statistic Is In-
deed Euler-Mahonian, Studies in Appl. Math., vol. 83, 1990, p. 31–59.

[FoZe91] Dominique Foata and Doron Zeilberger, Multibasic Eulerian Polynomials, Trans.
Amer. Math. Soc., vol. 329, 1991, p. 843–862.

[Fkes76] Herbert O. Foulkes, Tangent and secant numbers and representations of sym-
metric groups, Discrete Math., vol. 15, 1976, p. 311–324.

[Fkes80] Herbert O. Foulkes, Eulerian numbers, Newcomb’s problem and representations
of symmetric groups, Discrete Math., vol. 30, 1980, p. 3–49.

[Ga79] Adriano M. Garsia, On the “maj” and “inv” q-analogues of Eulerian Polynomi-
als, Linear and Multilinear Algebra, vol. 8, 1979, p. 21–34.

[GLZ06] Stavros Garoufalidis, Thang TQ L, Doron Zeilberger, The quantum MacMahon
master theorem, Proceedings of the National Academy of Sciences, vol. 103,
2006, p. 13928–13931.

[GG78] Adriano M. Garsia and Ira Gessel, Permutations Statistics and Partitions, Adv.
in Math., vol. 31, 1979, p. 288–305.

[GaRa90] George Gasper and Mizan Rahman, Basic Hypergeometric Series. London,
Cambridge Univ. Press, 1990 (Encyclopedia of Math. and Its Appl., 35).

[Ge77] Ira Gessel, Generating functions and enumeration of sequences, Ph. D. thesis,
Dept. Math., M.I.T., Cambridge, Mass., 111 p., 1977.

[Ge82] Ira M. Gessel, A q-analogue of the exponential formula, Discrete Math., vol. 40,
1982, p. 69–80.

[Ge87] Ira M. Gessel., A combinatorial proof of the multivariable Lagrange inversion
formula, J. Combin. Theory Ser. A, vol. 45, 1987, p. 78–195.

[GeRe93] I. M. Gessel, Christophe Reutenauer, Counting Permutations with Given Cycle
Structure and Descent Set, Journal of Combinatorial Theory, Ser. A, vol. 64,
1993, p. 189–215.

[Go60I] I. J. Good, A short proof of MacMahon’s “Master Theorem” , Proc. Cambridge
Philos. Soc., vol. 58, 1962, p. 360.

[GoJa83] I. P. Goulden and D. M. Jackson, Combinatorial Enumeration. New York, John
Wiley, 1983.

[Ha90a] Guo-Niu Han, Distribution Euler-mahonienne: une correspondance, C. R. Acad.
Sci. Paris, vol. 310, 1990, p. 311–314.

[Ha90b] Guo-Niu Han, Une nouvelle bijection pour la statistique de Denert, C. R. Acad.
Sci. Paris, vol. 310, 1990, p. 493–496.
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