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Abstract

An integer sequence {a(n)},>¢ is called apwenian if a(0) = 1 and a(n) = a(2n+1)+a(2n+2) (mod 2) for
all n > 0. The apwenian sequences are connected with the Hankel determinants, the continued fractions,
the rational approximations and the measures of randomness for binary sequences. In this paper, we
study the automatic apwenian sequences over different alphabets. On the alphabet {0,1}, we give an
extension of the generalized Rueppel sequences and characterize all the 2-automatic apwenian sequences
in this class. On the alphabet {0, 1,2}, we prove that the only apwenian sequence, among all fixed points
of substitutions of constant length, is the period-doubling like sequence. On the other alphabets, we give
a description of the 2-automatic apwenian sequences in terms of 2-uniform morphisms. Moreover, we find
two 3-automatic apwenian sequences on the alphabet {1,2,3}.

Key words: Automatic sequences, apwenian sequences, Hankel determinants, Rueppel sequences,
period-doubling sequence

1. Introduction

Apwenian sequences were introduced in the study of Hankel determinants of automatic sequences.
Recall that the Hankel determinant of a sequence a = {a(n)}n>o of order n (n > 1) is defined by

R
H,(a) = ‘ : ‘ A ’ n = det(a(i +j))o<ij<n—1-
al(n—1) a(n) -+ a2n-2)

Hankel determinants play an important role in the study of rational approximation. In 1998, Allouche,
Peyriere, Wen and Wen [2] studied the Hankel determinants of the Thue-Morse sequence t which is
a famous 2-automatic sequence. They proved that the Hankel determinants of the +1 Thue-Morse
sequence satisfy the congruence H, (t)/2" ! = 1 (mod 2) for all n > 1 . Using this fact, Bugeaud [4]
obtained the exact value of the irrationality exponent of the Thue-Morse number. Since then, several
Hankel determinants of automatic sequences have been computed and several irrationality exponents of
automatic numbers have been obtained. See [7, 10, 17, 5, 11] for example.

Apwenian sequences over {1, —1} and {0, 1} are studied in [8, 9, 1]. To study the non-purely automatic
sequences over {0, 1}, let us slightly generalize the {0, 1}-apwenian sequences.

Definition 1. A nonnegative integer sequences a = {a(n)},>o is called apwenian, if
a(0)=1,and Vn > 0,a(n) =a(2n+1) +a(2n+2) (mod 2). (1)

As proved in [9], the sequence a is apwenian if and only if H,(a) = 1 (mod 2) for all n > 1. From
Formula (1), Allouche et al. discovered that the apwenian sequences over {0,1} are the same as the
sequences with perfect linear complexity profile (PLCP) up to indexing [1]. Here, the sequences with
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perfect linear complexity profile were defined in the study of measures of randomness for binary sequences
[15, 16, 13].

Automatic apwenian sequences have also been studied. In [9], Guo et al. proved that the only
apwenian sequence over {0, 1} which is purely automatic is the period-doubling sequence. In [1], Allouche
et al. proved that for an apwenian sequence {u(n)},>o, it is 2-automatic if and only if the subsequence
{u(2n + 1)},>0 is 2-automatic. Moreover, they defined a map s from the set of {0, 1}-sequences to
the set of apwenian sequences, and showed that the so-called generalized Rueppel sequences p3(b) is
2-automatic if and only if the {0, 1}-sequence b is ultimately periodic. They also mentionned that the
period-doubling sequence is not a generalized Rueppel sequence.

In this paper, we study the automatic apwenian sequences over different alphabets. In section 2, we
recall some notation and definitions. In section 3, we construct a class of apwenian sequences on the
alphabet {0, 1} which contains the generalized Rueppel sequences and the period-doubling sequence. All
the automatic apwenian sequences in this class are determined (see Theorem 1). In section 4, we consider
the apwenian sequences on the alphabet {0, 1,2}, and prove that the only apwenian sequence, among all
purely automatic sequences, is the period-doubling like sequence (Theorem 2). In the last section, we
give a characterization of 2-automatic apwenian sequences in terms of 2-uniform morphisms (Theorem
3). Moreover, we find two 3-automatic apwenian sequences on the alphabet {1,2,3} (Examples 13 and
14). This answers the following question by Allouche et al. [1]: “Are there PLCP/apwenian sequences
that are d-automatic for some d not a power of 27 7

2. Preliminary

In this section, we recall some notation and definitions which can be found in [3].

Let X be a finite alphabet. We denote the set of finite words over the alphabet 3 by ¥*. For a finite
word W € ¥*, we denote the length of W by |[W|. If |W| = 0, we call W the empty word. Together with
the concatenation operation, the set ¥* forms a free monoid. Let XV be the set of infinite words over the
alphabet X. There is a natural metric on ¥: for u = {u(n)},>0, v = {v(n)}n>0 € TV,

dist(u,v) = 2~ min{n=0u(m#Eu(m)}

Let ¥ and A be two finite alphabets. A morphism is a map o from ¥* to A* satisfying o(UV) =
a(U)o(V) for all U,V € X*. If there is a constant k > 1 such that |o(a)| = k for all a € X, then we say
that o is k-uniform on X. A l-uniform morphism is called a coding. For a morphism o, if an infinite
sequence u satisfies o(u) = u, then the sequence u is called a fized point of o.

If ¥ = A, we can iterate the application of 0. We define ¢%(a) = a and 0" (a) = o(6" 1(a)) for all
a € X,n > 1. If there is a letter a € X such that o(a) = aW for some W € £*, and |0"(a)| — co when
n — oo, then we say that the morphism o is prolongable on a. If ¢ is a prolongable morphism on a, then
the limit of 0™ (a), denoted by 0°°(a), always exists under the natural metric, i.e., 0™ (a) = limy,_,oc 0™ (a).
Clearly, the sequence 0 (a) is a fixed point of o.

Let k > 2 be an integer. We say a sequence {u(n)},>o is k-automatic if u(n) is a finite-state function
of the base-k expansion of n. Two equivalent definitions can be found in [6]. One is that a sequence is
k-automatic if and only if it is the image, under a coding, of a fixed point of a k-uniform morphism. We
also call the fixed point of a uniform morphism a purely automatic (or, more generally, purely uniform
morphic) sequence. The other equivalent definition is that a sequence is k-automatic if and only if its
k-kernel is finite, where the k-kernel of the sequence {u(n)},>0, denoted by K (u), is defined as

Kr(u) = {{u(k'n + ) }ns0:7> 0,0 <j < k' —1}.
Throughout the paper, unless otherwise stated, we have the following assumptions and notation.

(1) Let N denote the set of all non-negative integers. All the alphabets we considered are finite subsets
of N.

(2) The symbol = means equality modulo 2.

(3) For any finite word U = w(0)u(1)---u(n),V = v(0)v(1)---v(n), the symbol U = V means that
u(i) = v(7) for all ¢ € [0,n].



(4) For any k-uniform morphisms o, 7 over X, the symbol o = 7 means that o(i) = 7(i) for all i € X.

(5) Let N be an integer. The symbol {u(n)}N_, denote the finite word w(0)u(1)---u(N) if N > 0, and
the empty word otherwise. Hence, we also write that {u(n)},>0 = {u(n)}2_q - {u(n)}n>ni1-

(6) Let n > 0 and b > 2 be integers. The canonical base-b representation of n is denoted by the word
(n)p. For any wjw;_1---wp € {0,1,--- ,b—1}*, the integer > _,_, web is denoted by [wiw;_1 - - - wo)p.

3. Extension of the generalized Rueppel sequences

Recall that a {0, 1}-sequence {u(n)},>o is apwenian if ©(0) = 1 and u(n) = u(2n + 1) + u(2n + 2) for
all n > 0. Assume {u(n)},>0 is apwenian and u(2n + 1)u(2n + 2) is viewed as an image of u(n) for some

map ¢, for every n > 0, i.e., ¥, (u(n)) = u(2n + 1)u(2n + 2), then 1, maps 1 to 10 or 01 and maps 0 to
00 or 11 for each n.

Consider the following four 2-uniform morphisms:
70:1+—10,0—~00; 7 :1—01,0—~00; 7o:1~— 10,0~ 11; 73:1+— 01,0+ 11.

If oy, € {70, 71,72, 73} for all n > 0, then we can construct an apwenian sequence {u(n)},>o by taking
w(0) =1 and u(2n + Du(2n 4+ 2) = ¥, (u(n)) for all n > 0, i.e.,

w(0)u(Du(2) - - = u(0)¢o(u(0)) 1 (u(1)) 2 (u(2)) - -- .

In particular, given a sequence o = dgo102 - - € {79, 71, T2, 73}, taking ¢, = Tllog,(n+1)) for all n >0,
then the generated sequence {u(n)},>0, denoted by ¢(o), is called the sequence generated by o. That is,

¢(0) :=u(0)ao(u(0))o1(u(1))o1(u(2)) - - = 1og(1)a1(a0(1))o2(c1(00(1))) - -+
Let Xo =1 and X,,41 = 0,(X,,) for all n > 0. Then, we have

[ee]

n=0

The sequences ¢(c) can be viewed as generated by a map ¢ from the set {7, 71, 72, 73} to the set of
the apwenian sequences. We illustrate the construction of ¢(o) with three basic cases.

Example 1. [The characteristic sequence of the powers of 2] If o, = 19 for all n > 0, then
the sequence ¢(o) is the characteristic sequence of the powers of 2. Give a shift of indices by ¢(c) =
{v(n)}n>1. Then, for all n > 1, we have v(2n)v(2n + 1) = 19(v(n)) = v(n)0. Hence, the sequence (o)
satisfies that v(n) = 1 if n = 2% for some k >0, and v(n) = 0 otherwise.

Example 2. [The period-doubling sequence] If o,, = 13 for all n > 0, then the sequence ¢(c) is the
period-doubling sequence. Let ¢(o) = {p(n)}n>0. Note that p(0) =1 and p(2n+1)p(2n+2) = 13(p(n)) =
(1 =p(n))1 for alln > 0. Hence, the sequence ¢(o) satisfies that p(2n) =1 and p(2n+1) =1 —p(n) for
all n > 0. This implies that ¢(o) is the period-doubling sequence.

Example 3. [The generalized Rueppel sequences] If o,, € {79, 71} for all n > 0, then the sequence
¢(0) is a generalized Rueppel sequence [15]. In fact, let o; = 1, with b; € {0,1} for all t > 0 and let
¢(0) = {v(n)}n>1. Since v(2n)v(2n+1) = gy, (v(n)) for alln > 1, the sequence {v(n)},>1 can be defined
as follows:
1 ifn=mn; for somei >0,
v(n) = :
0 otherwise.

where the integers n; are defined by ng =1 and n;41 = 2n; + b; for all i > 0.

Allouche et al. proved that the generalized Rueppel sequence ¢((73,);) is 2-automatic if and only if
(b;); is ultimately periodic [1]. We establish a similar result for the sequence generated by o, as stated
in the following Theorem.

Theorem 1. Let 0 = 0g0102 -+ € {10, 71,72, T3}". Then the sequence ¢(c) is 2-automatic apwenian if
and only if o is ultimately periodic.



To prove Theorem 1, we need some lemmas. Let us recall some properties of automatic sequences
(see, e.g. [3]) firstly.

Lemma 1. (1) If a sequence differs only in finitely many terms from a k-automatic sequence, then it
s k-automatic.

(2) Let u be a k-automatic sequence, and let p be a l-uniform morphism for some £ > 1. Then the
sequence p(u) is also k-automatic.

(3) Let {u(n)}n>0 and {v(n)}n>o be k-automatic sequences. Then {u(n)+v(n)}t,>o0 and {u(n)v(n)}n>o
are k-automatic.

Let m > 1 be an integer. Then a sequence is k-automatic if and only if it is K™ -automatic.
(4) g q y

Lemma 2. Let {u(n)},>0 be a k-automatic sequence and j be an integer, then the subsequence {u(k™ +
7 >0 is ultimately periodic. Moreover, the subsequences {u(k™ + j)}n>0 have the same period for all
J=0.

Proof. The periodicity of {u(k™ + j)}n>0 follows from Theorem 5.5.2 in [3]. In fact, for any j > 0, let
(j)x = W, then (k" + j)r = 10" IWIW for any n > |W|. Hence, for any j > 0, (k" + j); have the same
periodic prefix when n is large enough. This implies that the subsequences {u(k™ + j)},,>0 have the same
period. O

Lemma 3. Let S : ¥* — ¥* be a k-uniform morphism and W € ¥* be a finite non-empty word. Then
the sequence [[,~, S™(W) is k-automatic.

Proof. For each i € {0,1,--- ,k — 1} and a € X, let S;(a) be the (i + 1)-th element of S(a), then S; are
codings from ¥ to X, and S( ) So(a)S1(a)--- Sk 1( ) for all @ € ¥. Let |W| = M with M > 1, and
{v(n)}n>0 = [112y 5™ (W), then v(kn + M + i) = S;(v(n)) for all n > 0 and i € {0,1,--- ,k — 1}. Let
i >1and j € [0,k* — 1], then, for any n > 0, we have

) i q
! (kzn+]+ 1257 1 M) - SjO O"'OSjifz OSji—l(”(”))’

where [j;—1ji—2 - j }k =7
Note that Sj, 0--- 0.5,

Ji—2

many codings from ¥ to ¥. Hence, the set {{ (kzn +7 —|— M)}

0S;

j:_, are also codings from > to X for each j > 0, and there are finitely

1>1,0<5 < ki—l} is finite.
n>0

For any i > 1,5 € [0,k — 1], there exist integers N > 0 and j’ € [0, k* — 1] such that ’1M —j=
k'N — j'. So, we have

{v(k'n+j)knz0 = {v(E'n+)}ocncn-1 - {v(k'n+j)}n>n
= {vk'n+ 1) ocnen—1 - {v(k' (n+ N) +5)}Inxo

i

o R
[okn + ) }osnen1 - {v<k S M)} .
k—1 n>0

'—1M iy Kk
Since N = J+kf 1< +,’zl 1 <1+ k 7, there are finitely many terms {v(k'n + j)Yo<n<n-1.

Hence, the set {{v(k‘n + j)}n>0:i > 0,0 < j < k' — 1} is finite. This completes the proof. O

The proof of Lemma 3 also can be found in [12]. Now, let us prove Theorem 1.

Proof of Theorem 1. (i) The “if” part. Assume o is ultimately periodic, i.e., there exist integers N >
0,p > 1 such that o, = 0,4, for all n > N. Then, by Formula (2), we have

N—-1 o)
=][ x H 16 (XN)pE (Xng1) -y (XN4p-1)),
=0 n=0

where [1; = ONjp—14i © ON4p—24i © - 0 On4; for ¢ € [0,p — 1.



For any i € [0,p — 1],n > 0, let r; 1, $; », be the length of the word uf (Xn)--- u 1 (Xn+i—1) and the
word ity 1 (XNyiv1) -+~ py—1(Xnyp—1) respectively. That is, for all n > 0,

romn =0 and rip=[pg(Xn) o (Xne)|(1<i<p—1),
sp—1n =0 and  sip = i (Xngivn) - pp 1 (Xvgp—1)[(0 < i < p —2).

Define a {0, 1}-sequence u®® = [[>% (07~ (X n44)0%"), then

ul® +u® 4. H po (Xn)pt (Xns1) -ty (XNp—1))-

n=0

Hence, we have
(o) = XX - "XN—l(U-(O) +u® 4.y u(pfl)).

Note that the morphisms 1; are 2P-uniform for all i € [0,p — 1]. Hence, = = =5 = 9P for all

Si,n

n > 0. Let W; = 2”0 X n4;2°° be a finite word over {0,1,z} and S be a 2P-uniform morphism over
{0,1, 2} defined by S(x) = 2** and S(y) = wi(y) for y € {0,1}. Then, we have u®® = p([[>2, S™(W;)),
where p is a coding defined by p(z) = 0, p(y) = y with y € {0,1}. Hence, by Lemma 3 and Lemma 1, the
sequences u(” are 2-automatic for all i € [0, p — 1]. This implies that ¢(o) is 2-automatic.

(1) The “only if” part. Consider the following two cases.

Case 1: 3 M > 0 such that o € {79,711} for all k > M. Let ¢(0) = {v(n)},>1, we see that
v(2n)v(2n + 1) = O[i0g, n|(v(n)) for all n > 1. Note that 7(a) = a0 and 71(a) = Oa for all a € {0,1}.
Hence, when n > 2M we have v(2n)v(2n + 1) = v(n)0 or v(2n)v(2n + 1) = Ov(n). Let {b;}; be a
{0, 1}-sequence and o; = 7, for all i > M. Define L; = {(n)z : 2M*1 < n < 2M+1+i 4(n) = 1} for all
1> 0. Then Li+1 = LibM+i = {’LUb]\/[_H‘ Tw e Li} for all i > 0. Hence,

{(n)2:v(n) =1} = {(n)2:0<n<2" om)=1}U L

i>1
= {(n)2 :0<n< 21M+1,’U(’I7,) = 1} @] LO{beM+1 byt > 0}

Note that a binary sequence {v(n)},>1 is 2-automatic if and only if {(n)s : v(n) = 1} forms a regular
set. Since the sets {(n)2 : 0 < n < 2M*1 y(n) = 1} and Ly are finite, the automaticity of {v(n)}n>1
implies the regularity of the set {barbary1 -+ barys : @ > 0}. An easy classical result in [14, 18] asserts that
the set of all prefixes of an infinite word is regular if and only if that word is ultimately periodic. Hence,
if ¢(o) is 2-automatic, we conclude that the sequence {bas1;}:>0 is ultimately periodic. This implies that
the sequence o = {0y, }n>0 is ultimately periodic.

Case 2: There exist infinitely many k such that oy € {7, 73}. For any finite word W and integer 4
with 0 < ¢ < |W], let f;(W) denote the (i + 1)-th letter of W. Let ¢(0) = {v(n)},>0. Then, by Formula
(2), we have f;(X,) = v(2" —1414) for any n > 0,7 € [0,2"™ — 1]. Since {v(n)},>0 is 2-automatic, by
Lemma 2, we see that the sequences {f;(X,)}, are ultimately periodic with the same period P for all
t > 0. Hence, for any fixed ¢ and sufficiently large n, we have

on(fi(Xn)) = falon(Xn)) fair1(on(Xn))

= sz(Xn+1)f21+1(Xn+1)

= fu(Xnt1+p) fir1(Xnt14P)

= f2u(0n+P(Xn+p)) f2i+1(0ns P(Xntp))
= onrp(fi(Xntp))

= onrp(fi(Xn)). (3)

Now, we claim that {f;(X,): 0 <i < 2FP*2} = {0,1} for all large enough n. Note that if there exists
an integer N such that f;(Xx) =1 for all i € [0,2F72], then f;(Xx_1) = 0 for all i € [0,27F1]. Hence,
if the claim is false, then there exist infinitely many N such that f;(Xy) = 0 for all i € [0,2F+1]. This
implies fo(Xn—:)f1(Xn—;) = 00 for all i € [0,p]. But this case can not happen. Since 72(0) = 75(0) =
11,0(1) € {10,01} for all k and oy, € {72, 73} for infinitely many k, the sequence {fo(X,)f1(Xn)}n has
infinitely many terms 01 or 10. Note that the sequence {fo(X,,)f1(X,)}n is periodic with period P. So,



we have {fo(Xn)f1(Xn) :j <n<j+ P} ={0,1} for all large enough j. This is a contradiction. Hence,
our claim holds.

Fix i with i € [0,27%2], then by this claim and Formula (3), we have 0,,(a) = 0,4 p(a) for alla € {0,1}
and for all large enough n. This completes the proof. O

Although the sequence ¢(c) contains a large class of automatic apwenian sequences, this map ¢ is not
a bijection.

Example 4. Let p = {p(n)}n>0 be the period-doubling sequence which satisfies p(2n) = 1,p(2n + 1) =
1—p(n) for alln > 0. Let p: 1 — 11,0 — 00 be a 2-uniform morphism. Then it is easy to check from
Formula (1) that the sequence p(p) is apwenian. But, the first few terms of the sequence

{u(n)}nz0 = p(p) = 1100111111001100- - - ,

show that u(7T)u(8)---u(14) = X3 # o(X2) = o(u(3)u(d)u(5)u(6)) for all o € {m9, 11,72, 73}. Hence, by
Formula (2), the sequence p(p) can not be generated by any o € {10, 71,72, 73}".

Let ¥ C N be a finite set and o be a k-uniform morphism over X. For any a € X, let o[é](a) be the
(i+1)-th element of o(a). If a k-uniform morphism o satisfies that a = o[0](a)+o[1](a) +- - -+ o[k —1](a)
for all @ € X, then we call it sum-equivalent. Given a finite alphabet ¥ C N, define a finite set

A(X) = {0 : 0 is a 2-uniform sum-equivalent morphism over X}.

It is clear that A({0,1}) = {70, 71,72, 73}. Assume 1 € ¥ and 0 = ogo102 -+ is a sequence over A(X).
We can construct an apwenian sequence in the following way. Define Xy = 1 and X,,41 = 0,,(X,,) for all
n > 0, then we obtain a sequence ¢(o) over ¥ that

o0
¢(0):nh_>r20X0X1"'Xn: HXn:X0X1X2"-.

n=0

Let {u(n)}n>0 = ¢(0), then u(2n + 1)u(2n + 2) = op(u(n)) for all n > 0 with k& = |logy(n + 1)]. Since
each oy is 2-uniform sum-equivalent, we have u(2n + 1) + u(2n + 2) = u(n) for all n > 0. Hence, the
sequences ¢(co) are apwenian over X. Similarly, the “if” part of Theorem 1 also holds for A(X). That is,
if 0 = 090109 -+ - is ultimately periodic over A(X), then the sequence ¢(c) is 2-automatic over 3.

Example 5. Let 7 : 1 +— 30,0 — 31,3 — 01 be a 2-uniform morphism and o = 777--- be a periodic
sequence over A({0,1,3}). Then the sequence ¢(o) molulo 2 is just the sequence p(p) defined in Example

4, i-e., $(c) (mod 2) = p(p).

To see this, we assume that {u(n)},>0 = ¢(o). Since u(2n + 1)u(2n + 2) = 7(u(n)) for all n > 0 and
7[0](a) € {0,3},7[1](a) € {0,1} for all a € {0,1,3}, we have u(2n) € {0,1} and u(2n + 1) € {0, 3} for
all n > 0. By the definition of 7, we see that if a € {0,1}, we have 7[0](a) = 1,7[1](a) = 1 + a, and if
a € {0,3}, we have 7[0](a) = 1 + a,7[1](a) = 1. Hence, the fact 7(u(2n)) = u(4n + 1)u(4n + 2) tells us
that for all n > 0,

udn+1)=1, u(dn+2) =1+ u(2n). (4)

Similarly, the fact 7(u(2n + 1)) = u(4n + 3)u(4n 4+ 4) and u(0) = 1 implies that for all n > 0,
udn+3)=14+ul2n+1), u(4n)=1. (5)

Thus, by Formula (4) and (5), we see that the sequence {u(n) (mod 2)},>0 = p(p), where p : 1 —
11,0 +— 00 and p is the period-doubling sequence.

Example 4 and Example 5 tell us that, although a 2-automatic apwenian sequence over {0, 1} can not
be generated by a sequence o over A({0,1}), it can be generated by a sequence o over A({0,1,3}) with
projection mod 2. Hence, we have the following conjecture.

Conjecture 1. Let {u(n)},>0 be a 2-automatic apwenian sequence over {0,1}. Then there exist a finite
alphabet ¥ C N and a sequence o over A(X) such that

{u(n)}nzo0 = ¢(0) (mod 2).



4. Automatic apwenian sequences over {0, 1,2}

In this section, we consider the automatic apwenian sequences over the alphabet {0,1,2}. Let p > 2
be an integer. We define a p-uniform morphism over {0, 1,2} by

o:1—=u0u(l) --up-1), 0—ov0)vl) --vipp-1), 2—w0w(l)-  -wp-1), (6)
where u(0) = 1 and u(i),v(i), w(i) € {0,1,2} for all 3. If 0°°(1) = {a(n)}n>0, then for all n > 0,
o(a(n)) = a(np)a(np +1)---a(np +p—1). (7)

Clearly, the purely p-uniform morphic sequences 0°°(1) defined in (6) are purely p-automatic sequences
starting with 1 over {0, 1,2}. It is interesting that the purely automatic apwenian sequence over {0, 1,2}
is the period-doubling like sequence. We say a sequence {a(n)}n>0 is a period-doubling like sequence if
a(n) = p(n) for all n > 0, where {p(n)},>0 is the period-doubling sequence c°(1) given by o : 1 —
10,0 — 11.

Theorem 2. Let {a(n)},>0 be a purely automatic sequences over {0,1,2}. Then the sequence {a(n)}n>0
is apwenian if and only if {a(n)}n>0 s a period-doubling like sequence.

One direction is clear. This is because that if {a(n)},>0 is a period-doubling like sequence over
{0,1,2}, then a(2n) = 1 and a(2n+1) = 1 —a(n). So, the sequence {a(n)},>o is apwenian, i.e., a(0) =1
and a(n) = a(2n 4+ 1) + a(2n + 2) for all n. Now, we turn to the other direction. Assume the sequence
{a(n)}n>0 is an apwenian sequence and can be generated by the morphism defined in (6). We will prove
that {a(n)},>0 is a period-doubling like sequence by the following two key steps.

(1) Show that u(0) = v(0) = w(0) = 1 (Lemma 6);
(2) Show that u(p —1) Zv(p—1) = w(p — 1) (Lemma 8).

Before doing this, we need some lemmas. Since the exchange of even numbers in the alphabet do not
change the sequence {a(n) (mod 2)},>0, we always assume that 0 is the first even letter that appears in
{a(n)}n>0, i.e., min{n > 0: a(n) =0} < min{n > 0: a(n) = 2}.

Lemma 4. Let {a(n)}n>0 be a purely automatic apwenian sequence over {0,1,2}, then a(0)a(1)a(2) =
101.

Proof. Assume {a(n)},>o is defined in (6). Since {a(n)},>0 is apwenian, we have a(0) = a(1) + a(2).
Note that a(0) = 1. Hence, either a(1)a(2) = 01 or a(1)a(2) = 10. Now, we prove that the second case
will not happen. Assume a(1)a(2) = 10. Then, we claim that for any n > 1,

1) a(2" —1) =1,
2) a(2"p+2™ —1)+a2"p+2") + - +a2"p+2"TL -2) =0 (0<m < n—1),
3) a2"p+2" —1)+a2"p+2") + - +a2"p+ 2" —2)=1.

We prove this claim by induction on n. Since a(0) = a(1) = 1, by Formula (7), we have 1 = a(p) =
a(2p+1)+a(2p + 2) and a(p — 1) = a(2p — 1). Note that a(p — 1) = a(2p — 1) + a(2p). So, we have
a(2p) = 0. This implies that this claim holds for n = 1. Suppose that this claim holds for n < k, we
consider the case n =k + 1.

Note that a(n) = a(2n + 1) + a(2n + 2) for all n. Hence, by induction, we have a(2"+!p + 2™ —
)4 a@lp+27) + -+ a(2FFp 4+ 2T —2) = 0 for m € [1,k] and a(2F 1 p + 281 — 1) +a(2Fp +
2FH1) 4. 4 a(28F1p + 2842 — 2) = 1. So, the assertion 2) holds for m € [1, k] and the assertion 3) holds.
When m = 1, we have a(2¥*1p + 1) + a(25¥*!p + 2) = 0. This implies that a(2**1) # 1 by Formula (7).
So, we have a(2¥*!) = 0. Hence, by induction, we have a(28*! — 1) = a(2F*1) + a(2¥ — 1) = 1 which
implies that the assertion 1) holds. Since o(a(2¥ —1)) = o(a(2¥*! — 1)) = o(1), by Formula (7), we have
a(2fp — 1) = a(2¥1p — 1). So, we have a(2¥*!p) = 0. Hence, the assertion 2) holds for m = 0. This
completes our claim.

Since the sequence {a(n)},>0 defined in (6) is also be generated by o for all i > 1, we always assume
p is large enough. Then, by Formula (7), the claim shows that o(a(2™)) are different for each n. Hence,
a(2™) are different which contradicts the fact that a(n) takes finitely many values. O



Lemma 5. Let {a(n)},>0 be a purely automatic sequence over {0,1,2} and {p(n)}n>o0 be the period-
doubling sequence. For any integer N > 1, if a(n) € {0,1} for all n < 2N, then a(n) = p(n) for all
n <2N.

Proof. By Lemma 4, we see that the conclusion holds for N = 1. Now, assume the conclusion holds
for n < 2N and a(n) € {0,1} for all n < 2N + 2. We need to prove that a(2N + i) = p(2k + 4) for
i=1,2,ie,a2N+1)=1—a(N) and a(2N +2) = 1. Assume {a(n)},>o is defined in (6). By Formula
(7), we note that if a(n) € {0,1}, then a(np) = 1. Hence, we have a(2(N + 1)p) = 1. So, we have
a(N+1)p—1)=al2(N+1)p—1)+al2(N+1)p) =a(2(N+1)p—1)+1# a(2(N +1)p —1). Since
a((N + 1)p — 1) is the last letter of o(a(N)) and a(2(IN 4+ 1)p — 1) is the last letter of o(a(2N + 1)), we
have a(N) # a(2N + 1). Since a(N),a(2N + 1),a(2N +2) € {0,1} and a(N) = a(2N + 1) + a(2N + 2),
we have a(2N 4 2) =1 and a(2N + 1) = 1 — a(N). This completes the proof. O

Lemma 6. Let {a(n)},>0 be an apwenian sequence defined in (6), then u(0) = v(0) = w(0) = 1.

Proof. By Lemma 4, we see that w(0) = a(0) = a(2) = 1 and a(1) = 0. So, by Formula (7), we have
a(2p+ i) = a(i) for all i € [0,p — 1] and v(0) = a(p). Hence, we have

v(0)=a(p)=a2p+1)+a2p+2) =a(l) +a(2) =a(0) =1.

Now, we prove that w(0) = 0 can not happen. If w(0) = 0, by Formula (7), we see that a(n) = 2 if and
only if a(np) = w(0) = 0. Note that a(np) = a(2np+1)+a(2np+2) for all n, and a(np+1)+a(np+2) =1
when a(n) € {0,1}. Hence, we have

a(n) = 2 if and only if a(2n) = 2. (8)

This implies that min{n : a(n) = 2} is odd. Suppose that N is the least number such that a(2N +1) = 2.
Then a(j) € {0,1} for all j < 2N, and a(N) = a(2N +2) € {0,1}. By Lemma 5, we have a(n) = p(n)
for all n < 2N, where {p(n)},>0 is the period-doubling sequence.

(1) Case 1: p is even. Assume p = 2q. Then, by Formula (7), we see that for any n > 0,

o(a(n)) = a2nq)a(2ng+1)---a(2ng + 29 — 1). (9)

Since a(2N) = p(2N) = 1 = a(0) and o(a(2N + 1)) = o(2) is starting with an even number w(0),
by Formula (9), we have a(4Nq + 2¢ — 1) = a(2¢ — 1) and a(4Ngq + 2¢) = w(0) = 0. Hence, we have
a(2Nqg+q—1)=a(4Nqg+2q—1)+a(dNg+2q) = a(2g — 1).

o If a(2N 4+ 2) = 1, then a(N) = 1. Since a(N) = a(0) and ¢(0) = o(a(1)) is starting with 1, by
Formula (9), we have a(2Nq¢+¢—1) = a(¢ — 1) and a(2¢) = 1. So, a(2Nq+q—1)=alg—1) =
a(2q¢ — 1) + a(2q) = a(2¢ — 1) + 1. This is a contradiction.

o If a(2N +2) =0, then a(N) = 0.

— When N = 1. We have a(3) = 2,a(4) = 0. Then a(6¢) = 0 and a(3¢—1) = a(6¢g—1)+a(6q) =
a(6g — 1) = a(2q — 1). Since a(0) = a(2) = 1 and a(1) = a(4) = 0, by Formula (9), we have
a(b¢ —1) =alg—1) =a(2¢ — 1)+ 1 and a(10¢ — 1) = a(dg — 1) = a(2¢ — 1) + a(2q) =
a(2q — 1) + 1. So, we have a(10q) = a(5¢ — 1) + a(10¢ — 1) = 0. This implies that a(5) = 2.
Hence, a(12g — 1) = a(8¢ — 1). Note that a(8¢) = 1 and a(6g — 1) = a(2¢ — 1). We see that
a(12¢—1) = a(8¢—1) = a(4¢g—1)+a(8q) = a(2¢—1) and a(129) = a(12¢—1) +a(6g—1) = 0.
This implies that a(6) = 2. So, we have a(5) = a(6) = 2. This contradicts the fact that
1=a(2) = a(5) + a(6).

— When N > 2. Since a(2) = 1 and a(n) = p(n) € {0,1} for all n < 2N, we have a(3) =
p(3) = a(4) = p(4) = 1. Since a(6g) = 1, we have a(3¢ — 1) = a(6g — 1) 4+ a(6g) = a(6q —
1)+ 1=a(2¢g — 1) + 1. Note that o(a(N)) = o(a(1)) = 0(0). Hence, by Formula (9), we have
a(2Ng+q—1)=a(3¢—1) =a(2¢ — 1) + 1, which is a contradiction.

(2) Case 2: pis odd. We will obtain a contradiction that there exists an odd number M > 1 such
that a(M) = 1 and a(2n + 1)a(2n + 2) # 10 for all n > 0. In fact, if a(M) = a(0) = 1 for some odd
number M > 1, by Formula (7), we have a(Mp)a(Mp+1) = a(0)a(1) = 10. Note that Mp is odd. Hence,
there exists n such that a(2n + 1)a(2n + 2) = 10, which is a contradiction.



e If a(2N 4+ 2) =1, then a(N) = 1. By Lemma 4, we see that N > 2. Hence, a(3) = p(3) = 1. This
implies that there exists an odd number M > 1 such that a(M) = 1. Denote a(p — 1) = z and
Z=2x+1. Then a(2p—1) = a(p—1)+a(2p) = x+1 = Z. Since a(N) = a(2N+2) = 1,a(2N+1) =2
and o(2) is starting with an even number w(0), we have a(2(N +1)p — 1) = a((N +1)p — 1) +
a(2(N 4+ 1)p) =a(p— 1)+ 1 = Z. Hence, we have

o(l) =10z, o(0)=1Vz, o(2)=0Wz, (10)

where U, V, W are finite words with length p — 2. Now, we prove that a(2n + 1)a(2n + 2) # 10 for
all n > 0. If a(2n + 1)a(2n + 2) = 10 for some n, then a(n) = 1. Thus, we have the following cases.

— When a(n) = 1,a(n + 1) € {0,1}. Note from Formula (8) that a(2(n + 1)) € {0,1}. By
Formula (7), we have a((n + 1)p — 1) = z and a(2(n + 1)p) = 1. Hence, a(2(n+ 1)p — 1) =
a((n+1)p—1)+a(2(n+1)p) = x+1 = Z. Since a(2(n+1)p—1) is the last letter of o(a(2n+1)),
by Formula (10), we see that a(2n + 1) € {0,2}. So, we have a(2n + 2) = 1 which implies
a(2n + 1)a(2n + 2) # 10.

— When a(n) = 1,a(n + 1) = 2. Similarly, from Formula (8), we have a(2(n + 1)) = 2. Hence,
we have a(2n + 1) =1, i.e., a(2n + 1)a(2n + 2) = 12 # 10.

e If a(2N + 2) = 0, then a(N) = 0. Similarly, denote a(p —1) =z and Z =2+ 1. Then a(2p — 1) =
a(p—1)4a(2p) =x+1 =Z. Since a(N) = a(2N+2) = 0,a(2N +1) = 2 and o(2) is starting with an
even number w(0), we have a(2(N+1)p—1)=a((N+1)p—1)+a2(N+1)p) =a(2p—1)+1 = =z.
Hence, we have

o(l)=1U=z, o(0)=1VzZ, o(2)=0Wz, (11)

where U, V, W are finite words with length p — 2. Now, we show that a(2n + 1)a(2n + 2) # 10 for
all n > 0. If a(2n + 1)a(2n + 2) = 10 for some n, then a(n) = 1. We have the following cases.

— When a(n) = 1,a(n + 1) € {0,1}. Similarly, from Formula (8), we have a(2(n + 1)) € {0,1}.
By Formula (7), we have a((n+1)p — 1) = z and a(2(n + 1)p) = 1. Hence, a(2(n+ 1)p—1) =
a((ln+ Lp —1) +a2(n + 1)p) = z+ 1 = Z. Since a(2(n + 1)p — 1) is the last letter of
o(a(2n + 1)), by Formula (11), we see that a(2n + 1) = 0. So, we have a(2n + 2) = 1 and
a(2n + 1)a(2n + 2) = 01 # 10.

— When a(n) = 1,a(n + 1) = 2. Similarly, from Formula (8), we have a(2(n + 1)) = 2. Hence,
we have a(2n + 1) =1, i.e., a(2n + 1)a(2n + 2) = 12 # 10.

To end this proof, we need to find the odd number M > 1 satisfying a(M) = 1. Consider the
number N.

— When N = 1. Then a(3) = 2. Note from Formula (8) that if a(n)a(n + 1) = 12, then a(2n +
1)a(2n + 2) = 12. Hence, a(2)a(3) = 12 implies that a(5)a(6) = 12. Thus, we have a(5) = 1.

— When N > 2. Then a(3) =p(3) = 1.
Therefore, our assumption that w(0) = 0 is false. Hence, w(0) = 1. O

)
Lemma 7. Let {a(n)}n>0 be an apwenian sequence and {p(n)}n>o0 be the period-doubling sequence.
Let k > 1 be an integer. Then a(n) = p(n) for all n € [0,2511] if and only if a(2T') = 1 and
a(2F 4+ n) = a(2F + 2871 4 n) = a(n) for alln € [0,2F-1 —1].

Proof. Let {p(n)}n>0 be the period-doubling sequence generated by the morphsim ¢ with (1) =
10,9(0) = 11. If a(n) = p(n) for all n € [0,25"1], then a(2**!) = 1 and a(0)a(l)---a(2¥ - 1) =
YF+1(1). Since Y*+1(1) = ¢k (10) = *~1(1011) = *~1(1)*F~1(0)pk~1(1)y*~1(1), we have a(2F +n) =
a(2¥ 4+ 2F=1 4 n) = a(n) for all n € [0,2F"1 —1].

Now consider the ‘if’ part. Assume a(2¥*1) = 1 and a(2* + n) = a(2¥ + 271 + n) = a(n) for all
n € 0,281 —1]. We claim that a(2¥~! +n) = a(2¥1 + 2572 4 n) = a(n) for all n € [0,2"72 —1]. To
prove this claim, we consider the following two cases.



e If0<n<2F2_2 then0<2n+1<2n+2< 21 -2 <281 _1 Hence, by the hypothesis,
we have

a2f+2n4+1) = a@*+2" 1 om 1) =a2n+ 1),
a2 +2n+2) = a@*+2"" 1420+ 2) =a(2n+2).

So, by the apwenian property of the sequence {a(n)}n>0, we have

a2t +n) = a@*+2n+ 1)+ a2 +2n+2)=a2n+ 1)+ a(2n +2) = a(n),
a4 2P 2 4y = a2t on 4 1) Fa(2F 28 20 1 2)
= a@2n+1)+a2n+2) =a(n).

o If n =252 _ 1, then

a(2¥ +2n 4 1)
a2 +2n4+2) = a(2"+281) = q(0).
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Note that a(2F71) = a(2¥ + 1) + a(2* +2) = a(1) + a(2) = a(0) = 1. Hence,

a2 4282 1) = a8+ 28 — 1) 4 a(2h 428

= a(2""1 = 1)+ a(0)
= a2 1) +a2"
= a(22-1)

a(zk—l 4 ok=2 4 ok=2 _ 1) = a(2k 4okl 4 gk=1 _ 1) + a(zk 4okl 4 Qk—l)
= a(28' — 1) + a2
= a2t -1)+1
= a2 —1)4a2"
= a(2k_2 —1).

Therefore, this claim holds. Repeating the argument of this claim, we know that for any ¢ € [1, k] and
ne0,271 — 1], a(2® +n) = a(2° + 2= 4+ n) = a(n). This implies that a([10w]z) = a([11w]z) = a([w]s)
for any w € {0,1}* with |w| < k — 1. Note that a([10]2) = a(2) = 1 = a(0) = a(][00]2). Hence, a(2n) =1
for all n < 2¥. So, a(2n + 1) = a(n) + a(2n + 2) = a(n) + 1 for all n < 2*. Thus, a(n) = p(n) for all
n € [0,25+1]. O

Lemma 8. Let {a(n)}n>0 be an apwenian sequence defined in (6), thenu(p—1) Zv(p—1) =w(p—1).

Proof. Denote u(p —1) = a(p—1) =2z and T =  + 1. By Lemma 4, we have v(p — 1) = a(2p— 1) =
a(p—1)+a(2p) =z + 1 = z. Now, assume v(p — 1) # w(p — 1). Then, by Lemma 6, we have

oc(l)=1U=z, o(0)=1Vz, o(2)=1Wax, (12)

where U, V, W are finite words with length p — 2.

By Formula (12), we note that a(np) = 1 for all n > 0, and a(np+p—1) = z if and only if a(n) € {1,2}.
Hence, a(n) € {1,2} if and only if a(2(n+ 1)p—1)=anp+p—1)+a2(n+1)p) =alnp+p—1)+1=
x4+ 1 =z. Note that a(2(n+ 1)p — 1) is the last letter of o(a(2n + 1)). Hence, by Formula (12), we have

a(n) € {1,2} if and only if a(2n + 1) = 0. (13)

Since {a(n)}n>0 is apwenian, by Formula (13), we see that a(n) = 1 implies a(2n + 1)a(2n 4+ 2) = 01. If
p is odd, then, by Lemma 4 and Formula (7), we have a(p)a(p + 1) = 10 # 01. This is a contradiction.
Hence, p is even. Assume p = 2q. Then, o(a(n)) = a(2gn)a(2gn + 1) --- a(2gn + 2¢ — 1) for all n > 0.
Now, we show firstly that a(2n) € {1, 2} for all n. Since a(0) = a(2) = 1 and a(1) = 0, by Lemma 4, we
see that a(¢—1) = a(3¢—1) = z. Hence, a(2gn+ q¢—1) = Z when a(n) € {0,1}. Note from Formula (13)
that min{n : a(n) = 2} is odd. Assume N is the least number satisfying a(2N+1) = 2. Then a(n) € {0,1}
for all n < 2N. By Lemma 5, we have a(2N) = p(2N) = 1. Hence, a(4N + 1)a(4N + 2) = 01. So, by
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Formula (7) and the apwenian property of {a(n)},>0, we have a(2¢(2N + 1) + ¢ — 1) = z. That is,
a(2gn + g — 1) = & when a(n) = 2. Thus, we have a(2gn + ¢ — 1) =  for all n > 0. Since a(2¢n) =1 for
all n > 0, we have a(2¢2n+2q—1) = a(2gn+q—1) +a(2¢2n+2q) = z+1 = x for all n > 0. This implies
that the last letter of o(a(2n)) equals to x molulo 2. By Formula (12), we have a(2n) € {1,2} for all n.

Define a coding p from {0,1,2} to {0,1} by p(0) = 0,p(1) = p(2) = 1. Then, p(a(2n)) = 1 for
all n. Moreover, by Formula (13), we have p(a(2n + 1)) = 1 — p(a(n)). Hence, {p(a(n))}n>0 is the
period-doubling sequence which is 2-automatic. So, by Lemma 1, the p-automatic sequence {a(n)}n>o0
must satisfy that p = 2* for some k.

Then, we claim that a(2F + i) = a(2F + 251 4 i) = a(i) for all i € [0,2"~! — 1]. Since a(1) = 0, by
Formula (13), we see that a(3) € {1,2}. Hence, we have the following cases.

e If a(3) = 1, then o(a(0)) = o(a(2)) = o(a(3)) = o(1). Since p = 2¥, by Formula (7), we have

a(i) = a(2- 2% + i) = a(3 - 2% 4+ i) for all i € [0,2% — 1]. Note that a(np) = a(n - 2¥) = 1 for all
n > 0. Hence, we have a(i) = a(2- 2% +1i) = a(3 - 2¥ + i) for any i € [0,2*]. Now fix i satisfying
i€[0,28=1 —1]. Since 0 < 2i +1 < 2i +2 < 2% we have
a(2®+i)=a(2-2" +2i+ 1) +a(2- 2" + 20 +2) = a(2i + 1) + a(2i + 2) = a(i),
a2F+ 254 i)=a(3- 28+ 24+ 1) +a(3-2F +2i+2) = a(2i+ 1) + a(2i +2) = ali).
Hence, we have a(2% +4) = a(2% 4+ 25~ +4) = a(i) for all i € [0,2F"1 —1].

o If a(3) = 2, then by Formula (13), we have a(7) = a(5) = a(1) = 0. So, a(6) = a(2) = a(0) = 1.
Hence, by Formula (7), we have a(i) = a(2 - 2* + ) = a(6 - 2¥ + i) and a(2* + i) = a(7 - 2¥ + 1) for
all i € [0,2%]. When i € [0,2F~! — 1], then 0 < 2i +1 < 2i +2 < 2% and

a(3-2" +i)=a(6-2" +2i +1) +a(6-2% +2i +2) = a(2i + 1) + a(2i + 2) = a(i).
When i € [2F71,2F — 1], then 2F +1 <2 +1 <2 +2<2-2F and
a(3-2"+i) = a(6-2F+2i+1)+a(6-2" +2i+2)
= a(7-28+2i+1-2") +a(7 2" +2i+2-2%)
(2F+2i+1-2") +a(2* +2i+2-2")
= a(2i+1)+a(2i+2) = a(9).
Thus, we see that a(3 - 2% + i) = a(i) for all i € [0,2% — 1], i.e., 0(2) = o(1). So, we have o(a(0)) =
o(a(2)) = o(a(3)). By a similar discussion of case ‘a(3)=1", we have a(2¥+i) = a(2¥+2F"14i) = a(i)
for all i € 0,251 — 1.

Therefore, our claim holds. Then, by Lemma 7, we have a(n) = p(n) for all n € [0,2**]. Note that
the sequence {a(n)},>o defined in (6) is also generated by the morphism o for all i > 1. So, for all i > 1,
a(n) = p(n) for all n € [0,2- 2%, Let i tends to infinity, we conclude that {a(n) (mod 2)},>0 is the
period-doubling sequence. Hence, if a(n) = 0, we have a(2n+ 1) = a(2n + 2) = 1. But, the minimality of
N shows that a(N) =0 and a(2N + 1) = a(2N + 2) = 2. This is a contradiction. Thus, the assumption
that v(p — 1) Z w(p — 1) is false. O

|
)

Proof of Theorem 2. Let {a(n)}n>0 be an apwenian sequence defined in (6). By Lemma 6, we know that
a(np) = 1 for all n > 0. Hence, for any n > 0, a((n+1)p—1) = a2(n+ )p — 1) + a(2(n + 1)p) =
a(2(n+1)p—1)+ 1. So, we have a((n+1)p — 1) # a(2(n+ 1)p — 1). Note that a((n+1)p — 1) is the last
letter of o(a(n)) and a(2(n + 1)p — 1) is the last letter of o(a(2n +1)). Hence, by Lemma 8, we see that
a(n) # a(2n+1), i.e,, a(2n + 1) =1 + a(n). Thus, a(2n) =1 for all n > 0. This implies that {a(n)},>0
is the period-doubling like sequence. O

When X = {0,1}, the authors in [9] shows that the only purely automatic apwenian sequence over ¥
is the period-doubling sequence. When ¥ = {0, 1,2}, Theorem 2 shows that the only purely automatic
apwenian sequence over Y. is the period-doubling like sequence. A natural extension is that how many
purely automatic apwenian sequences are there over other alphabets 3. The numerical experiment
suggests that, when ¥ contains only one odd number, the purely automatic apwenian sequence over ¥ is
also just the period-doubling like sequence. We propose the following conjecture.

Conjecture 2. Let ¥ = {1,n1,n9, -+ ,nk_1} and n; be even numbers for all i € [1,k—1]. Let {a(n)}n>o0
be a purely automatic sequence over X. Then the sequence {a(n)}n>0 is apwenian if and only if {a(n)}n>0
s a period-doubling like sequence.
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5. Automatic apwenian sequences over other alphabets

In this section, we list some automatic apwenian sequences over other alphabets. Firstly, we consider
the 2-automatic apwenian sequences in terms of 2-uniform morphisms. Next, we give two 3-automatic
apwenian sequences.

5.1. 2-automatic apwenian sequences

Assume ¥ = {nq,ng, - ,ni} C N satisfying n; < ny < --+ < ng. If the morphism o is defined on
¥, we denote the morphism o by a k-tuple (o(n1),0(na),---,0(nk)) for convenience. For example, the
morphism ¢ = (12,21) defined over {1,2} means that 1 + 12,2 + 21, and the morphism p = (1,0,1)
defined over {1,2,3} means that 1 +— 1,2+ 0,3 — 1.

Recall that a sequence u € {0,1}° is 2-automatic if and only if there exist an alphabet ¥ C N* and a
2-uniform morphism ¢ on ¥ such that u = 0°°(a)( mod 2) for some a € ¥. For example, the characteristic
sequence u of the powers of 2 can be generated by the morphism o = (13,22,23) on ¥ = {1,2,3}, i.e.,
u=0%(1) (mod 2).

Unless otherwise stated, we assume that 1 € ¥ C N and the 2-uniform morphism o is prolongable
on 1. Let ¢ be a 2-uniform morphism on X. For any a € ¥ and ¢ € {0,1}, let o[i](a) be the (i + 1)-th
element of o(a). Then o[i] are codings on ¥ and o(a) = o[0](a)o[1](a) for all a € X.

Theorem 3. Let o be a 2-uniform morphism on ¥. The sequence o (1)(mod 2) is apwenian if and only
if for any k>0
o[1]% o o[0] = a[0)* ! 0 o[1] + o [1]*+ 0 5]0)]. (14)

Proof. Let 0°(1) = {u(n)}n>0. Then {u(n)}n>0 is a fixed point of o. Hence, for any n > 0, we have
o(u(n)) = u(2n)u(2n + 1). Since o(a) = o[0](a)o([1](a) for all a € X, it follows that

u(2n) = of0)(u(n)), w(2n+1) = oflj(u(n)) (n = 0).
Hence, for any k > 0, u(28T1n + 2% — 1) = o[1]* 0 o[0](u(n)) and u(28*2n + 25+1) = o[0]*+! o o[1](u(n)).
Note that w(0) = 1, and the sequence {u(n)(mod 2)},>¢ is apwenian if and only if u(n) = u(2n +
1) +u(2n + 2) for all n > 0. Hence, for any k¥ > 0 and n > 0,

o[1]* o o[0](u(n))

uw(28n 4 2F — 1)
= w24 25— 1) 4 (280 4 28
= o[1]"*! o a(0](u(n)) + o0]*F" 0 o1} (u(n)).

So, we obtain Formula (14).

Conversely, if Formula (14) holds, then u(2F+1n+2% —1) = w(2+2n 4 281 — 1) 4 (25 +2n 4 25 +1) for
all n, k > 0. Since for every integer m > 0, there exist integers n > 0,k > 0 such that m+1 = 2’“(271 +1)
i.e., m = 2F1n 4 2% — 1. Hence, for all m > 0, we have u(m) = u(2m + 1) + u(2m + 2). This completes
the proof. O

Remark 1. In fact, the sequence 0°°(1)(mod 2) is apwenian if and only if Formula (14) holds for finitely
many terms k. This is because that there are finite codings on ¥ and the sequences {[0]* o o[1](a)}+,
{o[1]¥ 0 o[0](a)} are ultimately periodic.

Using Theorem 3, we can check for some 2-automatic sequences whether they are apwenian or not.
We give some examples.

Example 6 (The period-doubling sequence). Let ¥ = {1,2} and o = (12,11). Then the fized point
0> (1) (mod 2) is the period-doubling sequence. Since o[0] = (1,1) and o[1] = (2,1), we have

k=0, (1,1) k is even,

and o[1]* o o[0] = {(2’2) k is odd.

) = )

By Theorem 3, we see that the period-doubling sequence is apwenian.
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Example 7 (The characteristic sequence of the powers of 2). Let ¥ = {1,2,3} and o = (13,22, 23).
Then the fized point c°°(1) (mod 2) is the characteristic sequence of the powers of 2. Let {v(n)}n>1 =
0°°(1) (mod 2), then v(n) = 1 if n = 2¥ for some k > 0 otherwise v(n) = 0. Since o[0] = (1,2,2) and
o[l] = (3,2,3), we have

(2,2,2) k>1,

[(3,2,3) k=0,
U[O}koa[l]—{ (3,2,2) k>1.

and g[l}kog[o]:{u’?,?) k=0,

By Theorem 3, we see that the characteristic sequence of the powers of 2 is apwenian.

Example 8. Let ¥ = {1,2,3} and o0 = (13,13,22). Then o[0] = (1,1,2) and o[1] = (3,3,2). Hence, for
any k > 0, we have

(3,3,2) k=0, (1,1,2) k=0,
ol0Foo[l] =< (2,2,1) k=1, and o[1]Foof0]=<{(3,3,3) Fk is odd,
(1,1,1) k>2, (2,2,2) k>2is even.

By Theorem 3, we see that the fized point 0> (1) (mod 2) is apwenian.

Example 9 (The characteristic sequence of the integers of the form (2% —1)). Let ¥ = {1,2,3,4}
and o = (12,32,44,44). Then the fized point 0°°(1) (mod 2) is the characteristic sequence of the integers
of the form (2% —1). Let {v(n)},>1 = ¢>(1) (mod 2), then v(n) = 1 if n = 2% — 1 for some k > 1
otherwise v(n) = 0. Since o[0] = (1,3,4,4) and o[1] = (2,2,4,4), we have

(1,3,4,4) k=0,

(0] o o[1] = (3,3,4,4) k=1, and a[1]* o o[0] = (2,4,4,4) k> 1.

(2,2,4,4) k=0, {
(4,4,4,4) k>2,

By Theorem 3, we see that the characteristic sequence of the integers of the form (2F — 1) is apwenian.
Example 10 (The Rudin-Shapiro sequence). Let ¥ = {1,2,3,4} and o = (13,43,12,42). Then

the fized point o (1) (mod 2) is the Rudin-Shapiro sequence on {0,1}. Since o[0] = (1,4,1,4) and
o[1]1 = (3,3,2,2), we have

(1,4,1,4) k=0,
and o[1]¥ 0 a[0] = { (3,2,3,2) k is odd,
(2,3,2,3) k>2 is even.

[(3,3.2,2) k=0,
7l0)* o o[1] = {(1, 1,4,4) k> 1

By Theorem 3, we see that the Rudin-Shapiro sequence is not apwenian.

Example 11 (The Baum-Sweet sequence). Let 3 = {1,2,3,4} and o = (13,34,23,44). Then the
fized point 0°°(1) (mod 2) is the Baum-Sweet sequence. Since o[0] = (1,4,1,4) and o[1] = (3,3,2,2),
we have

(3,4,3,4) k is even,
(2,4,2,4) k is odd.

(1,3,2,4) k=0,

ol0]% 0 o[1] = { (3,3,4,4) k> 1.

and o[1)* o o]0] = {

By Theorem 3, we see that the Baum-Sweet sequence is not apwenian.

Example 12. Let ¥ = {1,2,3,4} and o = (13,14,24,23). Then c[0] = (1,1,2,2) and o[1] = (3,4,4, 3).
Hence, for any k > 0, we have

(3,4,4,3) k=0, (1,1,2,2) k=0,
ol0foo[l] =< (2,2,2,2) k>1, and o[l]fo0[0] =¢(3,3,4,4) k=2n+1,
(1,1,1,1) k>2, (4,4,3,3) k=2n+2.

By Theorem 3, we see that the fized point 0°°(1) (mod 2) is apwenian.
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Given a 2-uniform morphism ¢ on >, Theorem 3 provides a method to verify whether the sequence
(1) (mod 2) is apwenian or not. In the following table we list all 2-automatic apwenian sequences o 2
for ¥ = {1,2},{1,2,3},{1,2,3,4},{1,2,3,5} and {1,2,3,4,6}.

b sequence (mod 2) o
{1,2} 10111010101110111011 - - - (12,11)
{1,2,3} 11001111110011001100 - - - (13,13,22)
11010001000000010000 - - - (13,22,23)
{1,2,3,4} | 11001001110110001100--- | (13,14, 24,23)
10100010000000100000 - - - | (12,32, 44,44)
10100100000100000000 - - - (12, 34,43, 44)
{1,2,3,5) | 11010111011011010110--- | (15,23,12,21)
11010111011101010111 - - - (13,25,25,33)
10111100101011111011 - - - (12,35,11,22)
10111100110011111100 - - - (12,35, 35,22)
11001111101010101011 - - - (15,33, 32,22)
{1,2,3,4,6} | 11001001110000001100--- | (13,14,26,26,43)
10100100000101100110- - - | (12, 34,43, 62,43)
11010001011000010001 - - - | (13,34, 43,62, 43)

5.2. 3-automatic apwenian sequences

Many 2-automatic apwenian sequences have been found. An interesting question, asked in [1], is that
“are there PLCP/apwenian sequences that are d-automatic for some d not a power of 27”

In the following, we give two 3-automatic apwenian sequences over {1,2, 3}.

Example 13. Let o = (121,132,132) be a morphism on ¥ = {1,2,3}. Then the fized points c°°(1)
(mod 2) is apwenian.

Proof. Let {u(n)}n>0 = 0> (1). It is easy to check that the sequence {u(n)},>0 can be generated by the
following recurrences:
u(Bn) =u(9n+2) =1,
uIn+1) =u(9n+5) =2;
u(In +4) = 3; (15)
u(In+7) =u(3n + 1);
u(9In + 8) = u(3n + 2).
Now, we prove that the sequence {u(n)},>o satisfies u(n) = u(2n + 1) + u(2n + 2) for all n >

by induction on n. The first few terms of {u(n)},>0 can be checked directly. Aassume that u(n) =
u(2n+1) + u(2n +2) for all n < 9k — 1 for some k > 1. We will check the equation holds for n < 9k + 8.

=)

e By Formula (15), we see that u(9%k) = 1,u(18k + 1) = 2 and u(18%k + 2) = 1. Hence, u(9k)
u(18k + 1) + u(18k + 2).

e By Formula (15), we see that w(9k+ 1) = 2,u(18k+3) = 1 and u(18k+4) = 3. Hence, u(9k+1)
u(18k + 3) + u(18k + 4).

e By Formula (15), we see that w(9k+2) = 1,u(18k+5) = 2 and u(18k+6) = 1. Hence, u(9k+2) =
u(18k + 5) + u(18k + 6).

e By Formula (15), we see that (9% + 3) = 1,u(18%k + 7) = u(6k + 1) and u(18k + 8) = u(6k + 2).
By induction, u(6k + 1) + u(6k + 2) = u(3k) = 1. Hence, u(9%k + 3) = u(18k + 7) + u(18k + 8).

e By Formula (15), we see that u(9% + 4) = 3,u(18k + 9) = 1 and u(18k + 10) = 2. Hence,
u(9k +4) = u(18k + 9) + u(18k + 10).
e By Formula (15), we see that w(9% + 5) = 2,u(18k + 11) = 1 and u(18k + 12) = 1. Hence,

w(9k + 5) = u(18k 4 11) + u(18k + 12).
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e By Formula (15), we see that (9% + 6) = 1,u(18k + 13) = 3 and wu(18%k + 14) = 2. Hence,
w(9k + 6) = u(18k + 13) + u(18k + 14).

e By Formula (15), we see that u(9% + 7) = u(3k + 1), u(18k + 15) = 1 and u(18k + 16) = u(6k + 4).
By induction, u(3k+1) = u(6k +3) +u(6k +4) = 1 +u(6k +4).. Hence, u(9% +7) = u(18k + 15) +
u(18k + 16).

e By Formula (15), we see that u(9%k 4+ 8) = u(3k + 2),u(18k 4+ 17) = u(6n + 5) and w(18k + 18) = 1.
By induction, u(3k +2) = u(6k +5) +u(6k+6) = u(6k+5) + 1.. Hence, u(9k +8) = u(18k +17) +
u(18k + 18).

Therefore, the sequence 0°°(1) (mod 2) = {u(n)(mod 2)},,>¢ is apwenian. O

Example 14. Let 7 = {132,121,121} be a morphism on ¥ = {1,2,3}. Then the fized points 7°°(1)
(mod 2) is apwenian.

Proof. Let {u(n)}n>0 = 7°°(1). Then the sequence {u(n)},>0 can be generated by the following recur-
rences:
u(3n) = u(In +5) = u(27n +8) = 1;
un+2)=un+4) =u@m+7) =u(2n+17) = 2;
u(In + 1) = u(27n + 16) = 3; (16)
u(27n + 25) = u(3n + 1);
u(27n 4+ 26) = u(3n + 2).

Using Formula (16), we can prove similarly that the sequence {u(n)},>o satisfies u(n) = u(2n +
1) + u(2n + 2) for all n > 0 by induction on n. This implies that the sequence 7°°(1) (mod 2) =
{u(n)(mod 2)},,>0 is apwenian. We omit the details here. O

In the following table, we list all k-automatic apwenian sequences modulo 2 over ¥ = {1,2,3} for
k € [2,9]. Two different 3-automatic apwenian sequences are also found in the last row.

k sequence (mod 2) o

2 | 10111010101110111011 - - - (12,13,12)
11001111110011001100 - - - (13,13,22)
11010001000000010000 - - - (13,22,23)

3 | 10111010110111011010- - - (121,132,132)
11010110111010111011 - - - (132,121,121)

4 | 11010111011011010110- - - (1321,2112,2113)

) None

6 None

7 None

8 None

9 | 10111011010111010110--- | (121132132,121132121,121132121)
11010111011010110111 - - | (132121132,132121121,132121121)
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