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Abstract. In this paper, we study vanishing of Fourier coefficients of holomorphic η-quotients.
We investigate examples of two different types: the first one involves integral weight CM new-
forms, while the second one involves half-integral weight η-quotients associated with sums of
squares and Hurwitz class numbers.

1. Introduction and statement of results

Let m ∈ N and δj ∈ Z for 1 ≤ j ≤ m. We define

m∏
j=1

(
qj ; qj

)δj
∞ =:

∑
n≥0

C1δ12δ2 ···mδm (n)qn,

where (a; q)n :=
∏n−1
m=0(1 − aqm) for n ∈ N0 ∪ {∞} is the q-Pochhammer symbol. In this paper,

we investigate when C1δ12δ2 ···mδm (n) vanishes. Specifically, define the vanishing set

S1δ12δ2 ···mδm := {n ∈ N : C1δ12δ2 ···mδm (n) = 0} .

A famous conjecture of Lehmer [12] states that S124 = ∅, while for the partition generating
function one sees that S1−1 = ∅. Since (see [13, Theorem 1.60])∑

n∈Z
qn

2
=

(
q2; q2

)5
∞

(q; q)2∞ (q4; q4)2∞
,

questions related to whether integers are represented as sums of squares may be interpreted as
determinations of S1δ12δ2 ···mδm . For example, in this language, Lagrange’s four-squares theorem,

i.e., that every n ∈ N may be written in the form
∑4

j=1 n
2
j = n with nj ∈ Z is equivalent to

S1−82204−8 = ∅. In another direction, Granville and Ono [7, Theorem 1] proved that for t ≥ 4 and
n ∈ N, there always exist a so-called t-core partition of n, which is equivalent to showing that
S1−1tt(n) = ∅. To give another interesting example related to 3-core partitions, in [9, Theorem
1.1], Ono and the second author proved Conjecture 4.6 of [8], which states that1

S18 = S1−133 = {n ∈ N : ∃p ≡ 2 (mod 3) , ordp(3n+ 1) is odd} .

The second author later conjectured that S18 = S1232 as well, and this was proven by Clemm [2,
Theorem 1 and Remark 2]. This set of three examples is not isolated, as we demonstrate now.

Theorem 1.1. We have

S1−13342 = S142−244 = {n ∈ N : ∃p ≡ 3 (mod 4) , ordp(3n+ 2) is odd} .
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Note that the vanishing set appearing in Theorem 1.1 precisely consists of those n for which
3n + 2 is not the norm of an element of Z[i]. In the same way, the vanishing set in the next
theorem is related to norms of elements in Z[

√
−2].

Theorem 1.2. We have

S112−243 = S112241 = S132−142 = S1323 = S172−342

= {n ∈ N : ∃p ≡ 5, 7 (mod 8) , ordp(8n+ 3) is odd} .

Like in Theorem 1.1, the vanishing set in the next example is related to norms in Z[i], but has
an additional congruence condition on n.

Theorem 1.3. We have

S1−12103−14−4 = S172−23−1 = {n ∈ N : n ≡ 2 (mod 3) and ∃p ≡ 3 (mod 4) , ordp(n) is odd} .

The behaviour of
∑

n≥0C1δ1 ···mδm (n)qn is different depending on the parity of
∑m

j=1 δj . This
is demonstrated by the differing shape of the vanishing sets in the following theorem.

Theorem 1.4. We have

S12234−2 = S162−3 =
{
n ∈ N : n = 4k(8m+ 7), k,m ∈ N0

}
.

The paper is organized as follows: In Section 2, we recall basic facts about modular forms.
In Section 3, we study the space S2(Γ0(36), χ12), where χD(n) := (Dn ) with ( ··) the extended
Legendre symbol. In Section 4, we prove Theorem 1.1, in Section 5 Theorem 1.2, in Section 6
Theorem 1.3, and in Section 7 Theorem 1.4.
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2. Preliminaries

2.1. Modular forms. Here we introduce modular forms, see e.g. [13] for more details. As usual,
for d odd, we set

εd :=

{
1 if d ≡ 1 (mod 4),

i if d ≡ 3 (mod 4).

For κ ∈ 1
2Z and γ =

(
a b
c d

)
∈ SL2(Z) (4 | c if κ /∈ Z), define the weight κ slash operator by

f
∣∣
κ
γ(z) :=

{(
c
d

)
ε2κd (cz + d)−κf(γz) if κ ∈ Z+ 1

2 ,

(cz + d)−κf(γz) if κ ∈ Z.

For κ ∈ 1
2Z, N ∈ N (4 | N if κ /∈ Z), and a character χ (mod N), a function f : H → C is

a holomorphic modular form of weight κ on Γ0(N) with character χ if the following conditions
hold:

(1) The function f is holomorphic on H.
(2) We have f |κγ = χ(d)f for γ ∈ Γ0(N).
(3) For γ ∈ SL2(Z), (cz + d)−κf(γz) is bounded as z → i∞.

2



We denote the corresponding space of such forms by Mκ (Γ0(N), χ). We call the equivalence
classes of Γ0(N)\(Q∪{i∞}) the cusps of Γ0(N). If the function in (3) vanishes as z → i∞ for every
cusp γ(i∞), then we call f a cusp form. We denote the corresponding space by Sκ(Γ0(N), χ).
We sometimes omit χ in the notation if it is trivial.

2.2. Operators on modular forms. For f(z) =
∑

n∈Z c(n)q
n (with q := e2πiz) and ℓ ∈ N, we

define the U-operator and the V-operator as

f | Uℓ(z) :=
∑
n∈Z

c(ℓn)qn, f | Vℓ(z) := f(ℓz).

Moreover, we define for M ∈ N and m ∈ Z the sieving operator

f | SM,m(z) :=
∑
n∈Z

n≡m (modM)

c(n)qn.

The actions of these operators on half-integral weight modular forms may be found in [1, Lemma
2.3]. To state the result, let rad(n) :=

∏
p|n p be the radical of n ∈ N and recall that the conductor

of a character χ (modN) is the minimal Nχ | N for which there exists a character ψ (modN)
with χ(n) = ψ(n) for every n ∈ Z with gcd(n,N) = 1.

Lemma 2.1. Suppose that f ∈Mκ(Γ0(N), χ) with κ ∈ Z+ 1
2 and 4 | N , and χ is a character of

conductor Nχ | N .

(1) We have f |Uδ ∈Mκ(Γ0(4 lcm(N4 , rad(δ))), χχ4δ).

(2) Suppose that M | 24 and M ̸≡ 2 (mod 4). Then f |SM,m ∈Mκ(Γ0(lcm(N,M2,MNχ)), χ).
(3) We have f |Vδ ∈Mκ(Γ0(Nδ), χχ4δ).

We also require the following lemma for integral-weight modular forms.

Lemma 2.2. Let N ∈ N, χ a character (mod N) with conductor Nχ | N , κ ∈ N, and f ∈
Mκ(Γ0(N), χ). Then the following hold:

(1) For δ ∈ N we have f |Vδ ∈Mκ(Γ0(Nδ), χ).
(2) For M ∈ N with M | 24, f |SM,m ∈Mκ(Γ0(lcm(N,M2,MNχ)), χ).

We require the following lemma about products of half-integral weight modular forms.

Lemma 2.3. Suppose f1 ∈ Mκ1+
1
2
(Γ0(N), ψ1), f2 ∈ Mκ2+

1
2
(Γ0(N), ψ2), f3 ∈ Mκ3(Γ0(N), ψ3)

for some κ1, κ2, κ3 ∈ N0, N ∈ N, and characters ψ1, ψ2, ψ3 modulo a divisor of N . Then
f1f2 ∈Mκ1+κ2+1 (Γ0(N), ψ1ψ2χ

κ1+κ2+1
−4 ) and f1f3 ∈Mκ1+κ3+

1
2
(Γ0(N), ψ1ψ3χ

κ3
−4).

For f1 ∈Mκ1(Γ, χ1) and f1 ∈Mκ2(Γ, χ2), for some group Γ ⊆ SL2(Z), and for ℓ ∈ N0, the ℓ-th
Rankin–Cohen bracket is defined by

[f1, f2]ℓ :=
1

(2πi)ℓ

ℓ∑
r=0

(−1)rΓ(κ1 + ℓ)Γ(κ2 + ℓ)

r!(ℓ− r)!Γ(κ1 + r)Γ(κ2 + ℓ− r)
f
(r)
1 f

(ℓ−r)
2 .

By [3, Corollary 7.2] we have the following.

Lemma 2.4. Suppose that, for j ∈ {1, 2}, fj ∈ Mκj+
1
2
(Γ0(N), ψj) for some κj ∈ N0, N ∈ N,

and characters ψj (modN). Then, for ℓ ∈ N0, [f1, f2]ℓ ∈Mκ1+κ2+2ℓ+1(Γ0(N), ψ1ψ2χ
κ1+κ2+1
−4 ).
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2.3. Hecke eigenforms. For N,κ ∈ N, χ a character (mod N), and p a prime we define the
Hecke operator Tp acting on f(z) =

∑
n≥0 c(n)q

n ∈Mκ(Γ0(N), χ) by (see [13, Definition 2.1])

f
∣∣Tp(z) :=∑

n≥0

(
c(pn) + χ(p)pκ−1c

(
n

p

))
qn,

where c(α) := 0 for α ∈ Q \N0. We call a simultaneous eigenfunction under the Hecke operators
Tp for p ∤ N a Hecke eigenform. For κ ∈ N, the space Sκ(Γ0(N), χ) splits into the old space,

spanned by the images of Vδ on Sκ(Γ0(M), χ) for δ | N
M and M | N with M < N , and the

new space is the orthogonal complement of the old space in Sκ(Γ0(N), χ) with respect to the
Petersson inner product (z = x+ iy, f, g ∈ Sκ(Γ0(N), χ))

⟨f, g⟩ := 1

[SL2(Z) : Γ0(N)]

∫
Γ0(N)\H

f(z)g(z)yκ
dxdy

y2
.

Hecke eigenforms in the new space are called newforms. Those newforms whose Fourier expansions∑
n≥1 c(n)q

n have c(1) = 1 are called normalized newforms (also known as primitive forms). We
require the following.

Lemma 2.5. Let κ,N ∈ N and χ a character (mod N). Suppose that f(z) =
∑

n≥1 c(n)q
n is a

normalized newform in Sκ(Γ0(N), χ). Then the Fourier coefficients c(n) are multiplicative and
for every p ∤ N and r ∈ N we have

c (pr) = c(p)c
(
pr−1

)
− χ(p)pκ−1c

(
pr−2

)
.

With d(n) the number of divisors of n, Deligne [4] proved the following bound.

Theorem 2.6. If f(z) =
∑

n≥1 c(n)q
n is a normalized newform in Sκ(Γ0(N), χ), then

|c(n)| ≤ d(n)n
κ−1
2 .

2.4. Eisenstein series. Let κ ∈ N and χ, ψ primitive characters. We require the modular
properties of the Eisenstein series

Eκ,χ,ψ(z) := 1χ=χ1L(1− κ, ψ) + 1ψ=χ11κ=1L(0, χ) + 2
∑
n≥1

∑
d|n

χ
(n
d

)
ψ(d)dκ−1qn,

where L(s, χ) :=
∑

n≥1 χ(n)n
−s is defined for Re(s) > 1 and is meromorphically continued to the

whole complex plane. Moreover 1S := 1 if a statement S is true, and 1S := 0 if S is false. The
following modular properties may be found in [5, Theorem 4.5.1, Theorem 4.6.2, Theorem 4.8.1].

Lemma 2.7. Suppose that κ, d ∈ N, χ and ψ are primitive characters of conductors Nχ and Nψ,
respectively, with χ(−1)ψ(−1) = (−1)κ.

(1) If κ ̸= 2, then Eκ,χ,ψ
∣∣Vd ∈Mκ (Γ0 (NχNψd) , χψ).

(2) If (χ, ψ) ̸= (χ1, χ1), then E2,χ,ψ

∣∣Vd ∈ M2 (Γ0 (NχNψd) , χψ). If (χ, ψ) = (χ1, χ1), then

E2,χ1,χ1 − dE2,χ1,χ1

∣∣Vd ∈M2 (Γ0(d)).

The subspace of modular forms formed by linear combinations of Eκ,χ,ψ
∣∣Vd is the Eisenstein

series subspace. We split a modular form f = E+ g where E is contained in the Eisenstein series
subspace and g is a cusp form. We call E the Eisenstein series part of f and g the cuspidal part
of f .

2.5. Valence formula. In order to show identities between modular forms, we use the following
lemma, which is a consequence of the valence formula.

Lemma 2.8. Let κ ∈ 1
2N, N ∈ N, and χ be a character (mod N). Let f(z) =

∑
n≥0 c(n)q

n ∈
Mκ(Γ0(N), χ). If c(n) = 0 for every 0 ≤ n ≤ N κ

12

∏
p|N (1 +

1
p), then f ≡ 0.
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2.6. Modularity of eta-quotients. Define the Dedekind eta-function

η(z) := q
1
24

∏
n≥1

(1− qn) .

Note
m∏
j=1

η(jz)δj = q
1
24

∑m
j=1 jδj

m∏
j=1

(
qj ; qj

)δj
∞ .

Thus, to investigate S1δ12δ2 ···mδm , we require the modularity of certain η-quotients, which may be
found in [13, Theorems 1.64 and 1.65].

Lemma 2.9. If f(z) =
∏
δ|N η(δz)

rδ is an η-quotient of weight κ = 1
2

∑
δ|N rδ ∈ Z, with the

additional properties that
∑

δ|N δrδ ≡ 0 (mod 24),
∑

δ|N
N
δ rδ ≡ 0 (mod 24), and for every d | N

we have
∑

δ|N
gcd(d,δ)2rδ

δ ≥ 0, then f ∈Mκ(Γ0(N), χ(−1)κs), where s :=
∏
δ|N δ

rδ .

2.7. Unary theta functions. For a character χ and j ∈ {0, 1}, as in [13, Definition 1.42], we
define the unary theta function

θ(χ, j, z) :=
∑
n∈Z

χ(n)njqn
2
.

We also let Θ(z) := θ(χ1, 0, z) =
∑

n∈Z q
n2

be the standard theta function of Jacobi. Recall that
χ is called even (resp. odd) if χ(−1) = 1 (resp. χ(−1) = −1). The modular properties of θ(χ, j, z)
can be found in [13, Theorem 1.44].

Lemma 2.10. Suppose that χ is a primitive Dirichlet character with conductor Nχ.

(1) If χ is even, then θ(χ, 0, z) ∈M 1
2
(Γ0(4N

2
χ), χ).

(2) If χ is odd, then θ(χ, 1, z) ∈ S 3
2
(Γ0(4N

2
χ), χχ−4).

2.8. Binary quadratic forms. For2 a, b ∈ N, let

r(a,b)(n) := #
{
n ∈ Z2 : an21 + bn22 = n

}
.

Jacobi [16, Proposition 10] obtained the following formula for r(1,1)(n).

Lemma 2.11. We have, for n ∈ N,

r(1,1)(n) = 4
∑
d|n

(
−4

d

)
.

A similar expression for r(1,2)(n) is well-known (for example, see [6, (31.12)]).

Lemma 2.12. We have ∑
n≥0

r(1,2)(n)q
n = 1 + 2

∑
n≥1

∑
d|n

(
−2

d

)
qn.

In particular, r(1,2)(n) = 0 if and only if there exists p ≡ 5, 7 (mod 8) for which ordp(n) is odd.

2Here and throughout the paper, we use bold letters for vectors.
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2.9. Hurwitz class numbers. For a discriminant −D < 0, we let3 H(D) denote the D-th
Hurwitz class number, which counts the number of equivalence classes of positive-definite integral
binary quadratic forms of discriminant −D, weighted by 1

2 if the quadratic form is equivalent to a

(constant) multiple of n21+n
2
2 and weighted by 1

3 if it is equivalent to a multiple of n21+n1n2+n
2
2.

For ℓ1, ℓ2 ∈ N with gcd(ℓ1, ℓ2) = 1 and ℓ2 squarefree, we define

Hℓ1,ℓ2 := H
∣∣ (Uℓ1ℓ2 − ℓ2Uℓ1 ◦ Vℓ2) ,

with H denoting the class number generating function

H(z) :=
∑
D≥0

H(D)qD.

Using the modularity properties of H shown by Zagier [15] (see also [10, Chapter 2, Theorem 2]),
the modularity of Hℓ1,ℓ2 was shown in [1, Lemma 2.6].

Lemma 2.13. For ℓ1, ℓ2 ∈ N with gcd(ℓ1, ℓ2) = 1 and ℓ2 squarefree, we have

Hℓ1,ℓ2 ∈M 3
2
(Γ0(4 rad(ℓ1)ℓ2), χ4ℓ1ℓ2).

3. The space S2(Γ0(36), χ12)

We require properties of the normalized newforms

g1(z) = q +
√
2iq2 − 2q4 −

√
2iq5 − 2

√
2iq8 +O

(
q10
)
,

g2(z) = q −
√
2iq2 − 2q4 +

√
2iq5 + 2

√
2iq8 +O

(
q10
)
,

which generate S2(Γ0(36), χ12). The Fourier coefficients of gj(z) =
∑

n≥1 cj(n)q
n satisfy cj(n) ∈

Q(
√
−2) and c2(n) = c1(n). Hence

g1(z) + g2(z) = 2
∑
n≥1

Re (c1(n)) q
n, g1(z)− g2(z) = 2i

∑
n≥1

Im (c1(n)) q
n.

Using Lemma 2.2 (2) and Lemma 2.8, we obtain the following identities.

Lemma 3.1. We have
1

2
(g1 + g2) = g1

∣∣S3,1, 1

2
(g1 − g2) = g1

∣∣S3,2, g1
∣∣S3,0 = 0.

Using Lemmas 2.10 (2), 2.1 (3), 2.3, 2.8, and [13, Proposition 1.41], we obtain the following.

Lemma 3.2. We have, for j ∈ {1, 2},

gj(z) =
(−1)j+1i

2
√
2

(Θ(z)−Θ(9z)) θ(χ−3, 1, z) +
1

2
θ(χ−3, 1, z)Θ(9z).

Specifically, we have

cj(n) =
(−1)j+1i

2
√
2

∑
n∈Z2, 3∤n1

n2
1+n

2
2=n

χ−3(n2)n2 +
1

2

∑
n∈Z2, 3∤n1

n2
1+9n2

2=n

χ−3(n1)n1.

Define

γ1(n) :=

{
c1(n)√

2i
if n ≡ 2 (mod 3) ,

c1(n) otherwise.

A direct calculation using Lemma 3.2 gives the following.

3Note that throughout H(0) := − 1
12
.
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Lemma 3.3. We have γ1(n) ∈ Z, and moreover

γ1(n) =



∑
n∈N2

n2
1+n

2
2=n

χ−3(n2)n2 if n ≡ 2 (mod 3) ,

1n=□χ−3 (
√
n)

√
n+ 2

∑
n∈N2

n2
1+9n2

2=n

χ−3(n1)n1 if n ≡ 1 (mod 3) ,

0 if 3 | n.

We next use Lemma 3.2 to determine which Fourier coefficients c1(n) vanish.

Proposition 3.4. We have c1(n) = 0 if and only if there exists p ≡ 3 (mod 4) for which ordp(n)
is odd or if 3 | n.

Proof. Since g1 is a newform, it has multiplicative Fourier coefficients by Lemma 2.5 and the
claim is equivalent to showing that γ1(p

r) = 0 if and only if p = 3 or (p ≡ 3 (mod 4) and r is
odd). Note that the case p = 3 is already established in Lemma 3.3.

Suppose first that p ≡ 3 (mod 4) and r is odd. Since n21 + n22 = pr does not have any integer
solutions and pr is not a square, Lemma 3.3 implies that

γ1(p
r) = 0. (3.1)

For the reverse direction, we claim that γ1(2
r) ̸= 0 and if p ≡ 1 (mod 4), then4

γ1 (p
r) ̸≡ 0 (mod p) . (3.2)

Note that (3.2) implies that c1(p
r) ̸= 0 in particular. We prove (3.2) by induction on r ∈ N0.

Since γ1(1) = 1 by Lemma 3.3, the claim is true for r = 0. In our induction below, we use Hecke
relations to relate γ1(p

r) with γ1(p
r−1) and γ1(p

r−2), so we need an additional base case r = 1,
which we next prove. First assume that p = 2. By Lemma 3.3, we have γ1(2) = 1.

Next suppose that p ≡ 1 (mod 4). By Lemma 2.11, we have 8 solutions in Z2 to n21 + n22 = p.
Fixing one solution a ∈ N2, we obtain the 8 solutions by5 (±a1,±a2) and (±a2,±a1). Thus
n ∈ N2 satisfies n21 + n22 = p if and only if

n ∈ {a, (a2, a1)}. (3.3)

If p ≡ 5 (mod 12), then by (3.3) there are precisely two terms n = a and n = (a2, a1) in the
sum in Lemma 3.3 and thus

γ1(p) = χ−3 (a1) a1 + χ−3 (a2) a2.

Since a21 + a22 = p, we have aj ≤ √
p and p ≥ 5 implies that p > 2

√
p, so |γ1(p)| < p. Since

γ1(p) = 0 is impossible, γ1(p) ̸≡ 0 (mod p).
If p ≡ 1 (mod 12), then exactly one of a1 or a2 is divisible by 3. Without loss of generality,

assume that 3 | a2. Writing the terms in the sum from Lemma 3.3 as n21 + (3n2)
2 = p, we see

from (3.3) that (n1, 3n2) ∈ {a, (a2, a1)}. Since 3 | a2, we see that the sum has a single term
n = (a1,

a2
3 ) and

γ1(p) = 2χ−3(a1)a1.

Then 1
2 |γ1(p)| < p. Since a1 ̸= 0, we have γ1(p) ̸= 0. Since γ1(p) ̸= 0 and 1

2 |γ1(p)| < p, we see
that (3.2) holds in this case as well. This completes the case r = 1 of (3.2).

Since g1 ∈ S2(Γ0(36), χ12) is a normalized newform, Lemma 2.5 implies that

c1 (p
r) = c1(p)c1

(
pr−1

)
− χ12(p)pc1

(
pr−2

)
. (3.4)

4Note that since γ1(p
r) ∈ Z by Lemma 3.3, (3.2) makes sense as a congruence in the integers.

5Note that a1 = a2 implies p = a2
1 + a2

2 = 2a2
2, which contradicts p ≡ 1 (mod 4).
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For p = 2, we have γ1(2) = 1 by Lemma 3.3, and (3.4) implies that

γ1(2
r) =

{
γ1(2)γ1

(
2r−1

)
if r is odd,

−2γ1(2)γ1
(
2r−1

)
if r is even.

Hence for r ∈ N we have γ1(2
r) = (−2)⌊

r
2
⌋ ̸= 0 by induction.

Next suppose that p ≡ 1 (mod 4) and assume that (3.2) holds for j ∈ N with j < r. If
p ≡ 1 (mod 12), then pj ≡ 1 (mod 3) for all j ∈ N0, so γ1(p

j) = c1(p
j) and (3.4) implies

γ1 (p
r) = γ1(p)γ1

(
pr−1

)
− χ12(p)pγ1

(
pr−2

)
≡ γ1(p)γ1

(
pr−1

)
̸≡ 0 (mod p) ,

where we use the inductive hypothesis (3.2) and γ1(p) ̸≡ 0 (mod p) in the last step.
For p ≡ 5 (mod 12), we have pr ≡ 1 (mod 3) if r is even and pr ≡ 2 (mod 3) if r is odd, so

we split into the cases r even and r odd. For r even, we have r − 1 odd and r − 2 even, so (3.4)
implies that

γ1 (p
r) =

√
2iγ1(p)

√
2iγ1

(
pr−1

)
− χ12(p)pγ1

(
pr−2

)
≡ −2γ1(p)γ1

(
pr−1

)
̸≡ 0 (mod p) ,

where we use the inductive hypothesis, p ̸= 2, and γ1(p) ̸≡ 0 (mod p) in the last step.
If p ≡ 5 (mod 12) and r is odd, then r − 1 is even and r − 2 is odd, so (3.4) implies that

γ1 (p
r) ≡ γ1(p)γ1

(
pr−1

)
̸≡ 0 (mod p) .

We finally inductively show that c(pr) ̸= 0 for 3 < p ≡ 3 (mod 4) and r even. The base case
r = 0 is established by c1(1) = 1. Suppose that r ≥ 2 is even. Since r − 1 is odd, we have
c1(p

r−1) = 0 by (3.1). Hence in this case (3.4) simplifies as

c1 (p
r) = −χ12(p)pc1

(
pr−2

)
̸= 0

by induction. In the last step, we use the fact that χ12(p) ̸= 0 because p ̸= 3. □

4. Proof of Theorem 1.1

4.1. The case 1−13342. In this subsection, we prove half of Theorem 1.1.

Proposition 4.1. We have

S1−13342 = {n ∈ N : ∃p ≡ 3 (mod 4) , ordp(3n+ 2) is odd} .

Using Lemmas 2.2 (2), 2.9, and 2.8, we first relate the eta-quotient to g1 and the newform

g3(z) = q + 3
√
2iq5 + 4q13 − 3

√
2iq17 +O

(
q25
)
∈ S2 (Γ0(144), χ12) .

Lemma 4.2. We have

η3(9z)η2(12z)

η(3z)
= − i√

2
g1
∣∣S12,2(z) + i√

2
g1
∣∣S12,8(z)− i

3
√
2
g3
∣∣S6,5(z).

In addition to Lemma 3.3, we require a formula for the Fourier coefficients c3(n) of g3. Using
Lemmas 2.10, 2.1 (3), 2.3, 2.2 (2), and 2.8, it is not hard to show the following formula for g3
and its Fourier coefficients.

Lemma 4.3. We have

g3(z) = (θ (χ−3, 1, 4z)Θ(z))
∣∣S12,1 + 1

2
(θ (χ−3, 1, z)Θ(4z))

∣∣S12,1
+

i√
2
(θ (χ−3, 1, 4z)Θ(z))

∣∣S12,5 + i

2
√
2
(θ (χ−3, 1, z)Θ(4z))

∣∣S12,5.
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In particular, the n-th Fourier coefficient c3(n) of g3 is

1n=□χ−3(
√
n)
√
n+ 4

∑
m∈N2

4m2
1+9m2

2=n

χ−3 (m1)m1 + 2
∑

m∈N2

m2
1+36m2

2=n

χ−3 (m1)m1 if n ≡ 1 (mod 12) ,

2
√
2i

∑
m∈N2

4m2
1+m

2
2=n

χ−3 (m1)m1 +
√
2i

∑
m∈N2

m2
1+4m2

2=n

χ−3 (m1)m1 if n ≡ 5 (mod 12) ,

0 otherwise.

A computation similar to the case of Proposition 3.4 gives a classification for those n ∈ N for
which c3(n) vanishes.

Proposition 4.4. For n ∈ N, we have that c3(n) vanishes if and only if gcd(n, 6) > 1 or if there
exists a prime p ≡ 3 (mod 4) with ordp(n) odd.

Lemma 4.2 and Proposition 4.4 now directly imply Proposition 4.1.

4.2. The case 142−244. In this subsection, we prove the other half of Theorem 1.1.

Proposition 4.5. We have

S142−244 = {n ∈ N : ∃p ≡ 3 (mod 4) , ordp(3n+ 2) is odd} .
We first relate the eta-quotient to a normalized newform

g4(z) = q − 2q2 + 4q4 + 8q5 − 8q8 +O
(
q10
)
∈ S3 (Γ0(36), χ−4) .

Using Lemmas 2.9, 2.2, and 2.8, we obtain the following.

Lemma 4.6. We have
η4(3z)η4(12z)

η2(6z)
= −1

2
g4
∣∣S3,2(z).

We find the following formulas for g4, letting

Θ1(z) := 2
∑
n∈Z2

(
−3

n1n2

)
n1n2q

n2
1+n

2
2 , Θ2(z) :=

∑
n∈Z2

n21q
n2
1+9n2

2 , Θ3(z) := 9
∑
n∈Z2

n22q
n2
1+9n2

2 .

Lemma 4.7. We have

g4 = −Θ1

4
+

Θ2

2
− Θ3

2
, g4

∣∣S3,0 = 0, g4
∣∣S3,1 = Θ2

2
− Θ3

2
, g4

∣∣S3,2 = −Θ1

4
.

Moreover, we have for the Fourier coefficients c4 of g4

c4(n) =


1n=□n+ 2

∑
n∈N2

n2
1+9n2

2=n

(
n21 − 9n22

)
if n ≡ 1 (mod 3) ,

−2
∑

n∈N2

n2
1+n

2
2=n

(
−3
n1n2

)
n1n2 if n ≡ 2 (mod 3) ,

0 if n ≡ 0 (mod 3) .

Proof. Using Lemma 2.2 (2) the left-hand sides of the first four claimed identities are weight 3
cusp forms on Γ0(36) with character χ−4. We next write Θ1(z) = 2θ2(χ−3, 1, z). Using Lemmas
2.10 (2) and 2.3, we conclude that Θ1 ∈ S3 (Γ0(36), χ−4).

By Lemma 2.1 (3) and Lemma 2.4, we have

Θ2 −Θ3 = 2 [Θ,Θ|V9]1 ∈M3 (Γ0(36), χ−4) .

Thus we conclude that the right-hand sides of the first four identities are in M3(Γ0(36), χ−4).
Lemma 2.8 then gives the identities for the modular form, the identity for c4(n) following by a
direct calculation, picking off the Fourier coefficients. □
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To prove Proposition 4.5 we require the following proposition; its proof is similar to that of
Proposition 3.4.

Proposition 4.8. We have c4(n) = 0 if and only if 3 | n or there exists a prime p ≡ 3 (mod 4)
for which ordp(n) is odd.

Lemma 4.6 and Proposition 4.8 now directly imply Proposition 4.5.

5. Proof of Theorem 1.2

5.1. The case 112−243. The goal of this subsection is the claimed evaluation of the first set
appearing in Theorem 1.2.

Proposition 5.1. We have

S112−243 = {n ∈ N : ∃p ≡ 5, 7 (mod 8) , ordp(8n+ 3) is odd} .

We first relate C112−243(n) to r1,2(n). Using Lemmas 2.9, 2.10 (1), 2.3, 2.1 (3), 2.8, and [13,
Proposition 1.41] yields the following.

Lemma 5.2. We have

η(8z)η3(32z)

η2(16z)
=

1

4

∑
n≥0

(−1)nr(1,2)(8n+ 3)q8n+3.

Proposition 5.1 now directly follows from Lemmas 5.2 and 2.12.

5.2. The case 112241. The goal of this subsection is the claimed evaluation of the second set
appearing in Theorem 1.2.

Proposition 5.3. We have

S112241 = {n ∈ N : ∃p ≡ 5, 7 (mod 8) , ordp(8n+ 3) is odd} .

We first relate the eta-quotient to CM newforms (see [14, Section 1] for a definition). Using
Lemmas 2.10, 2.1 (3), 2.3, 2.2 (2), 2.9, and 2.8 gives the following by a direct calculation.

Lemma 5.4. We have

η(8z)η2(16z)η(32z) =
1

2
√
2
g5
∣∣S8,3,

where

g5(z) :=
1

2
θ (χ−8, 1, z) θ (χ1, 0, 8z) +

1√
2
θ (χ8, 0, z) θ (χ−4, 1, 2z) ∈ S2 (Γ0(256))

is a normalized newform. Moreover, we have for the Fourier coefficients of c5 of g5

c5(n) =


1n=□

(
−2√
n

)√
n+ 2

∑
n∈N2

n2
1+8n2

2=n

(
−2
n1

)
n1 if n ≡ 1 (mod 8) ,

2
√
2
∑

n∈N2

n2
1+2n2

2=n

(
2
n1

)(
−4
n2

)
n2 if n ≡ 3 (mod 8) ,

0 otherwise.

Proposition 5.3 now follows similar to Proposition 4.8.
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5.3. The case 132−142. The goal of this subsection is the claimed evaluation of the third set
appearing in Theorem 1.2.

Proposition 5.5. We have

S132−142 = {n ∈ N : ∃p ≡ 5, 7 (mod 8) , ordp(8n+ 3) is odd} .

We first use Lemmas 2.9, 2.2 (3), and 2.8 to relate the eta-quotient to a normalized newform

g6(z) = q + 2iq3 − q9 +O
(
q10
)
∈ S2(Γ0(64), χ8).

Lemma 5.6. We have
η3(8z)η2(32z)

η(16z)
= − i

2
g6
∣∣S8,3(z).

We next compute the Fourier coefficients c6(n) of g6. Using Lemmas 2.10, 2.1 (3), 2.3, 2.2 (2),
and 2.8 directly yields the following.

Lemma 5.7. We have

g6(z) =
1

2
(θ (χ−4, 1, z)Θ(2z))

∣∣S8,1 + i

2
(θ (χ−4, 1, z)Θ(2z))

∣∣S8,3.
Moreover, we have for the Fourier coefficients c6 of g6

c6(n) =


1n=□

(
−1√
n

)√
n+ 2

∑
m∈N2

m2
1+2m2

2=n

(
−1
m1

)
m1 if n ≡ 1 (mod 8) ,

2i
∑

m∈N2

m2
1+2m2

2=n

(
−1
m1

)
m1 if n ≡ 3 (mod 8) .

Proposition 5.5 now follows similarly to Proposition 4.8.

5.4. The case 1323. The goal of this subsection is the claimed evaluation of the fourth set
appearing in Theorem 1.2.

Proposition 5.8. We have

S1323 = {n ∈ N : ∃p ≡ 5, 7 (mod 8) , ordp(8n+ 3) is odd} .

Using Lemmas 2.9, 2.2 (2), and 2.8, we relate the eta-quotient to a normalized newform

g7(z) = q + 4
√
2q3 + 23q9 +O

(
q10
)
∈ S3(Γ0(128), χ−8).

Lemma 5.9. We have

η3(8z)η3(16z) =
1

4
√
2
g7
∣∣S8,3(z).

We next find a formula for the Fourier coefficients of g7. To state the formula, set

Θ4(z) :=
∑

m∈Z2

(
−4

m1m2

)
m1m2q

m2
1+2m2

2 , Θ5(z) :=
∑

m∈Z2

2∤m1

(−1)m2
(
m2

1 − 8m2
2

)
qm

2
1+8m2

2 .

A direct calculation using [13, Theorem 1.60], Lemma 2.9, [13, Proposition 1.41], and Lemma 2.8
gives the following.

Lemma 5.10. We have

g7 =
√
2Θ4 +

Θ5

2
.
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In particular, we have

c7(n) =



1n=□n+ 2
∑

m∈N2

m2
1+8m2

2=n

(−1)m2
(
m2

1 − 8m2
2

)
if n ≡ 1 (mod 8) ,

4
√
2
∑

m∈N2

m2
1+2m2

2=n

(
−1

m1m2

)
m1m2 if n ≡ 3 (mod 8) ,

0 otherwise.

Proposition 5.8 now follows similar to Proposition 3.4.

5.5. The case 172−342. The goal of this subsection is the claimed evaluation of the fifth set
appearing in Theorem 1.2.

Proposition 5.11. We have

S172−342 = {n ∈ N : ∃p ≡ 5, 7 (mod 8) , ordp(8n+ 3) is odd} .

Using Lemmas 2.9, 2.2 (2), and 2.8, we relate the eta-quotient to a normalized newform

g8(z) = q + 2q3 − 5q9 +O
(
q10
)
∈ S3(Γ0(32), χ−8).

Lemma 5.12. We have
η7(8z)η2(32z)

η3(16z)
=

1

2
g8
∣∣S8,3(z).

We next obtain the following formula for the Fourier coefficients of g8, using Lemmas 5.10, 2.1
(3), and 2.8, setting

Θ6(z) :=
∑
n∈Z2

2∤n1

(
n21 − 8n22

)
qn

2
1+8n2

2 , Θ7(z) :=
∑
n∈Z2

2∤n1,n2

(
n21 − 2n22

)
qn

2
1+2n2

2 ,

Lemma 5.13. We have

g8 =
Θ6

2
− Θ7

2
.

In particular, we have for the Fourier coefficients c8 of g8

c8(n) =


1n=□n+ 2

∑
m∈N2

m2
1+8m2

2=n

(
m2

1 − 8m2
2

)
if n ≡ 1 (mod 8) ,

−2
∑

m∈N2

m2
1+2m2

2=n

(
m2

1 − 2m2
2

)
if n ≡ 3 (mod 8) ,

0 otherwise.

Proposition 5.11 now follows similarly to Proposition 3.4.

6. Proof of Theorem 1.3

6.1. The case 1−12103−14−4. Define

f1(z) :=
η10(2z)

η(z)η(3z)η4(4z)
.

Since f1 is not a cusp form, it has a non-trivial Eisenstein series part. In order to investigate the
Eisenstein series part, we define

E1(z) := 1+
∑
n≥1

1

2

∑
d|n

(
12

d

)
d+

1

2

∑
d|n

(
−3
n
d

)(
−4

d

)
d+ 2

∑
d|n

(
−4
n
d

)(
−3

d

)
d+ 2

∑
d|n

(
12
n
d

)
d

12



−3

2

∑
d|n

3

(
12

d

)
d+

9

2

∑
d|n

3

(
−3
n
3d

)(
−4

d

)
d+ 6

∑
d|n

3

(
−4
n
3d

)(
−3

d

)
d− 18

∑
d|n

3

(
12
n
3d

)
d

 qn.

A direct calculation gives the following identity for E1 in terms of Eisenstein series.

Lemma 6.1. We have

E1 =
1

4
E2,χ1,χ12 +

1

4
E2,χ−3,χ−4 + E2,χ−4,χ−3 + E2,χ12,χ1 −

3

4
E2,χ1,χ12

∣∣V3 + 9

4
E2,χ−3,χ−4

∣∣V3
+ 3E2,χ−4,χ−3

∣∣V3 − 9E2,χ12,χ1

∣∣V3 ∈M2 (Γ0(36), χ12) .

Recall the newforms g1 and g2, defined in Section 3, which span the space S2(Γ0(36), χ12).
Using Lemmas 6.1 and 2.8 we obtain an identity for f1.

Lemma 6.2. We have

f1 = E1 − 2
(
1 +

√
2i
)
g1 − 2

(
1−

√
2i
)
g2.

We first rewrite the Fourier coefficients of E1. A direct calculation gives the following.

Lemma 6.3. Suppose that ν2, ν3 ∈ N0 and m ∈ N with gcd(m, 6) = 1. Then the 2ν23ν3m-th
Fourier coefficient of E1 is(

1

2
+ (−1)ν2+ν3

3ν3

2

(
−3

m

)
+ (−1)ν2+ν32ν2+1

(
−1

m

)
+ 2ν2+13ν3

(
3

m

)
− 13|n

(
3

2
+ (−1)ν2+ν3

3ν3+1

2

(
−3

m

)
+ (−1)ν2+ν33 · 2ν2+1

(
−1

m

)
+ 2ν2+13ν3+1

(
3

m

)))

×
∏
p|m

1−
((

3
p

)
p
)ordp(m)+1

1−
(
3
p

)
p

.

We next use Lemma 6.3 to show the following.

Corollary 6.4. For n ̸≡ 2 (mod 3), the n-th Fourier coefficient of f1 does not vanish.

Proof. We first bound the cuspidal part of f1. Recalling that cj(n) denotes the n-th Fourier
coefficient of gj , the n-th Fourier coefficient of the cuspidal part of f1 is

−2(c1(n) + c2(n)) + 2
√
2i(c2(n)− c1(n)). (6.1)

By Lemma 3.1, we have c1(n) + c2(n) = 0 unless n ≡ 1 (mod 3) and c2(n) − c1(n) = 0 unless
n ≡ 2 (mod 3). Thus we conclude from Theorem 2.6 that the absolute value of (6.1) is

2|c1(n) + c2(n)| ≤ 4d(n)
√
n if n ≡ 1 (mod 3) ,

2
√
2|c2(n)− c1(n)| ≤ 4

√
2d(n)

√
n if n ≡ 2 (mod 3) ,

0 if 3 | n.

We next look at the Eisenstein series part. For ease of notation, we abbreviate νp := ordp(n).
For a prime p and ν ∈ N0 we define

Fp(ν) :=


2ν+2−1

3 if p = 2,
pν+1−1
p−1 if p ≡ ±1 (mod 12),

pν+1+1
p+1 if p ≡ ±5 (mod 12), 2 | ν,

pν+1−1
p+1 if p ≡ ±5 (mod 12), 2 ∤ ν.
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Note that for p odd

Fp(ν) =

∣∣∣∣∣∣∣
1−

((
3
p

)
p
)ν+1

1−
(
3
p

)
p

∣∣∣∣∣∣∣ . (6.2)

A direct calculation using Lemma 6.3 with ν = ν2 and ν3 = 0 then shows that for n ≡ 1 (mod 3)
the n-th Fourier coefficient of f1 is non-zero if

G1(n) :=
∏
p|n

Fp (νp)

(νp + 1)p
νp
2

>
4

3
. (6.3)

We therefore next determine those n for which G1(n) ≤ 4
3 . For this, for each prime p and ν ∈ N

we determine certain constants Cp(ν) for which

G1 (p
ν) =

Fp(ν)

(ν + 1)p
ν
2

≥ Cp(ν).

We first consider the case p ̸= 2. Bounding against the worst case for Fp(ν), we have

G1 (p
ν) ≥ pν+1 − 1

(ν + 1)(p+ 1)p
ν
2

.

A direct calculation shows that

gν(x) :=
xν+1 − 1

(x+ 1)x
ν
2

is increasing for x > 0, so gν(x) > a(ν + 1) implies that for p ≥ x we have

G1 (p
ν) ≥ gν(p)

ν + 1
≥ gν(x)

ν + 1
> a. (6.4)

Define for x ≥ 3 and a ∈ R≥1

fa,ν(x) := xν+1 − 1− a(ν + 1)(x+ 1)x
ν
2 .

Using induction on ν, one can show that if fa,ν(x) ≥ 0, then fa,ν+j(x) ≥ 0 for all j ∈ N0. Hence
if fa,µ(x) ≥ 0 for some µ ∈ N, then gν(x) ≥ a(ν + 1) for all ν ∈ N0 with ν ≥ µ. Combining with
(6.4), we see that if fa,µ(x) ≥ 0, then for all p ≥ x and ν ∈ N0 with ν ≥ µ

G1 (p
ν) ≥ gν(p)

ν + 1
≥ gν(x)

ν + 1
> a. (6.5)

Directly computing

f2.1,1(20) ≥ 0, f2.1,2(8) ≥ 0, f2.1,3(5) ≥ 0, (6.6)

we conclude from (6.5) that

G1 (p
ν) ≥ 2.1 for p ≥ 23, ν ∈ N, G1 (p

ν) ≥ 2.1 for p ∈ {11, 13, 17, 19}, ν ≥ 2,

G1 (p
ν) ≥ 2.1 for p ∈ {5, 7}, ν ≥ 3.

One also directly checks that for ν ≥ 6 we have

G1(2
ν) >

2
√
5

3
.

We therefore conclude that if G1(n) ≤ 4
3 , then

n =
∏
p≤19

pνp
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with 0 ≤ ν2 ≤ 5, 0 ≤ ν5, ν7 ≤ 2, and 0 ≤ νp ≤ 1 for 11 ≤ p ≤ 19. Checking all cases explicitly
with a computer, we conclude that G1(n) >

4
3 for n > 1120. It was verified with a computer

that for n ≤ 1120 the n-th Fourier coefficient of f1 is positive, so we conclude the claim for
n ≡ 1 (mod 3).

Next assume 3 | n. In this case, we have c1(n) = c2(n) = 0 by Lemma 3.1, so the n-th Fourier
coefficient of f1 agrees with the n-th Fourier coefficient of E1, and we only need to show that the
n-th Fourier coefficient of E1 does not vanish. Then the first factor in Lemma 6.3, plugging in
ν = ν2 and µ = ν3 and abbreviating m :=

∏
p|n
p∤6
pνp , equals

−1 + (−1)ν2+ν3+13ν3
(
−3

m

)
+ (−1)ν2+ν3+12ν2+2

(
−1

m

)
− 2ν2+23ν3

(
3

m

)
. (6.7)

By the triangle inequality, we may bound the absolute value of (6.7) from below by

2ν2+23ν3 − 1− 3ν3 − 2ν2+2 = 2ν2+2(3ν3 − 1)− 1− 3ν3 ≥ 4(3ν3 − 1)− 1− 3ν3 = 3ν3+1 − 5 > 0.

So in particular this factor does not vanish. The other factors in Lemma 6.3 satisfy

1−
((

3
p

)
p
)νp+1

1−
(
3
p

)
p

̸= 0,

so the n-th Fourier coefficient of E1 does not vanish for 3 | n. □

Let a1(n) := C1−12103−14−4(n). Using Lemmas 6.3 and 6.2 and then simplifying with Lemma 3.1,
we obtain the following.

Lemma 6.5. For n ≡ 2 (mod 3), we have a1(n) = 0 if and only if c1(n) = 0.

Lemma 6.5 and Proposition 3.4 directly give the easy direction of Theorem 1.3 for a1(n).

Lemma 6.6. If n ≡ 2 (mod 3) and if there exists p ≡ 3 (mod 4) with ordp(n) odd, then a1(n) = 0.

We may now conclude the first half of Theorem 1.3, using Corollary 6.4 and Proposition 3.4.

Theorem 6.7. We have a1(n) = 0 if and only if n ≡ 2 (mod 3) and there exists a prime
p ≡ 3 (mod 4) for which ordp(n) is odd.

6.2. The case 172−23−1. Since

f2(z) :=
η7(z)

η2(2z)η(3z)
is not a cusp form, we define a corresponding Eisenstein series

E2(z) := 1 +
∑
n≥1

−1

2

∑
d|n

(
12

d

)
d− 1

2

∑
d|n

(
−3
n
d

)(
−4

d

)
d+

∑
d|n

(
−4
n
d

)(
−3

d

)
d+

∑
d|n

(
12
n
d

)
d

+
3

2

∑
d|n

3

(
12

d

)
d− 9

2

∑
d|n

3

(
−3
n
3d

)(
−4

d

)
d+ 3

∑
d|n

3

(
−4
n
3d

)(
−3

d

)
d− 9

∑
d|n

3

(
12
n
3d

)
d+

∑
d|n

2

(
12

d

)
d

−
∑
d|n

2

(
−3
n
2d

)(
−4

d

)
d+ 4

∑
d|n

2

(
−4
n
2d

)(
−3

d

)
d− 4

∑
d|n

2

(
12
n
2d

)
d− 3

∑
d|n

6

(
12

d

)
d− 9

∑
d|n

6

(
−3
n
6d

)(
−4

d

)
d

+12
∑
d|n

6

(
−4
n
6d

)(
−3

d

)
d+ 36

∑
d|n

6

(
12
n
6d

)
d

 qn.

A direct calculation shows the following.
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Lemma 6.8. Suppose that ν2, ν3 ∈ N0 and m ∈ N with gcd(m, 6) = 1. Then the 2ν23ν3m-th
Fourier coefficient of E2 equals(

− 1

2
− 3ν3

2

(
−3

2ν2m

)(
−1

3ν3

)
+ 2ν2

(
−3

2ν2

)(
−1

3ν3m

)
+ 2ν23ν3

(
3

m

)
+ 13|n

(
3

2
− 1

2
3ν3+1

(
−3

2ν2m

)(
−1

3ν3−1

)
+ 3 · 2ν2

(
−3

2ν2

)(
−1

3ν3−1m

)
− 2ν23ν3+1

(
3

m

))
+ 12|n

(
1− 3ν3

(
−3

2ν2−1m

)(
−1

3ν3

)
+ 2ν2+1

(
−3

2ν2−1

)(
−1

3ν3m

)
− 2ν2+13ν3

(
3

m

))
+ 16|n

(
−3− 3ν3+1

(
−3

2ν2−1m

)(
−1

3ν3−1

)
+ 2ν2+13

(
−3

2ν2−1

)(
−1

3ν3−1m

)
+ 2ν2+13ν3+1

(
3

m

)))

×
∏
p|m

1−
((

3
p

)
p
)ordp(m)+1

1−
(
3
p

)
p

.

We directly obtain the following lemma.

Lemma 6.9. We have

E2 = −1

4
E2,χ1,χ12 −

1

4
E2,χ−3,χ−4 +

1

2
E2,χ−4,χ−3 +

1

2
E2,χ12,χ1

+
3

4
E2,χ1,χ12

∣∣V3 − 9

4
E2,χ−3,χ−4

∣∣V3 + 3

2
E2,χ−4,χ−3

∣∣V3 − 9

2
E2,χ12,χ1

∣∣V3
+

1

2
E2,χ1,χ12

∣∣V2 − 1

2
E2,χ−3,χ−4

∣∣V2 + 2E2,χ−4,χ−3

∣∣V2 − 2E2,χ12,χ1

∣∣V2
− 3

2
E2,χ1,χ12

∣∣V6 − 9

2
E2,χ−3,χ−4

∣∣V6 + 6E2,χ−4,χ−3

∣∣V6 + 18E2,χ12,χ1

∣∣V6.
Using Lemmas 2.9, 6.9, 2.7, and 2.8, we obtain an identity for f2.

Lemma 6.10. We have

f2 = E2 − 4
(
1−

√
2i
)
g1 − 4

(
1 +

√
2i
)
g2.

We next classify those n for which a2(n) := C172−23−1(n) = 0.

Theorem 6.11. We have a2(n) = 0 if and only if n ≡ 2 (mod 3) and there exists p ≡ 3 (mod 4)
for which ordp(n) is odd.

Proof. As above, we write n = 2ν23ν3m with gcd(m, 6) = 1. For ν3 = 0, Lemma 6.8 implies that

the 2ν2m-th Fourier coefficient of E2 is
∏
p|m

1−(( 3
p
)p)ordp(m)+1

1−( 3
p
)p

times (note (−3
2 ) = −1)

− 1

2

(
1 +

(
−3

n

))
+ 2ν2

(
−1

m

)(
−3

2ν2

)(
1 +

(
−3

n

))
+ 12|n

(
1 +

(
−3

n

)
+ 2ν2+1

(
−3

2ν2−1

)(
−1

m

)(
1 +

(
−3

n

)))
. (6.8)

In particular, if n ≡ 2 (mod 3), then (−3
n ) = −1 and we see that the Fourier coefficient of E2

vanishes. Thus, for n ≡ 2 (mod 3), Lemma 6.10 implies that

a2(n) = −4 (c1(n) + c2(n)) + 4
√
2i (c1(n)− c2(n)) .

Using Lemma 3.1, one easily obtains that for n ≡ 2 (mod 3)

a2(n) = 8
√
2ic1(n).
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Therefore a2(n) = 0 if and only if c1(n) = 0 for n ≡ 2 (mod 3). By Proposition 3.4, since
n ≡ 2 (mod 3) (and hence 3 ∤ n in particular) this occurs if and only if there exists a prime
p ≡ 3 (mod 4) for which ordp(n) is odd. This gives the claim for n ≡ 2 (mod 3).

For n ≡ 1 (mod 3), we have (−3
n ) = 1, so, after simplifying (6.8), Lemma 6.8 implies that the

2ν2m-th Fourier coefficient of E2 is

∏
p|m

1−
((

3
p

)
p
)ordp(m)+1

1−
(
3
p

)
p

(
−1 + 2ν2+1

(
−1

m

)(
−3

2ν2

)
+ 212|n + 2ν2+2

12|n

(
−3

2ν2−1

)(
−1

m

))
.

We then note that∣∣∣∣−1 + 2ν2+1

(
−1

m

)(
−3

2ν2

)
+ 12|n

(
2 + 2ν2+2

(
−3

2ν2−1

)(
−1

m

))∣∣∣∣
=

{∣∣2 (−1
m

)
− 1
∣∣ ≥ 1 if 2 ∤ n,∣∣(−1

m

) ( −3
2ν2

) (
2ν2+1 − 2ν2+2

)
+ 1
∣∣ ≥ 2ν2+1 − 1 if 2 | n.

Combining with (6.2), the absolute value of the 2ν2m-th Fourier coefficient of E2 is bounded from
below by (

2ν2+1 − 1
)∏
p|m

Fp(ordp(m)). (6.9)

Plugging Lemma 3.1 in to evaluate the cuspidal part of Lemma 6.10, we conclude for n ≡
1 (mod 3) that a2(n) ̸= 0 if the expression in (6.9) is greater than 8|c1(n)|. Using Theorem 2.6, the
absolute value of the Fourier coefficient of the cuspidal part is bounded from above by 8d(n)

√
n.

We conclude that a2(n) ̸= 0 if(
2ν2+1 − 1

)∏
p|m

Fp(ordp(m)) > 8d(n)
√
n.

Defining

G2(n) :=
2ord2(n)+1 − 1

(ord2(n) + 1)2
ord2(n)

2

∏
p|n
p ̸=2

Fp(ordp(n))

(ordp(n) + 1)p
ordp(n)

2

and rearranging, we conclude that if G2(n) > 8 then a2(n) ̸= 0. By construction, G2 is multi-
plicative, and G2(n) = G1(n) for odd n ∈ N (see (6.3)), so by (6.5) we can obtain a bound on
ordp(n) for p odd after evaluating fa,ν(x). As in (6.6), we have

f10,1(402) ≥ 0, f10,2(31) ≥ 0, f10,3(13) ≥ 0, f10,4(8) ≥ 0,

f10,5(6) ≥ 0, f10,6(5) ≥ 0.

Thus (6.5) yields

G2 (p
ν) > 10 for p ≥ 402, ν ∈ N, G2 (p

ν) > 10 for 31 ≤ p < 402, ν ≥ 2,

G2 (p
ν) > 10 for 13 ≤ p < 31, ν ≥ 3, G2 (p

ν) > 10 for p = 11, ν ≥ 4,

G2 (p
ν) > 10 for p = 7, ν ≥ 5, G2 (p

ν) > 10 for p = 6, ν ≥ 6. (6.10)

Moreover, if #{p prime : p∥n} ≥ 7, then bounding against the worst-case choice of 7 primes gives
G2(n) ≥ 8. Hence we conclude from (6.10) and a direct computation of G2(2

ν) that

n = 2ν2
∏

3<p≤401

pνp (6.11)

with 0 ≤ ν2 ≤ 12, 0 ≤ ν5 ≤ 5, 0 ≤ ν7 ≤ 4, 0 ≤ ν11 ≤ 3, 0 ≤ ν13 ≤ 2, 0 ≤ νp ≤ 1 for p ≥ 17, and
#{p : νp = 1} ≤ 6. We used a computer to evaluate G2(n) for every such n ≡ 1 (mod 3) of the
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type (6.11), and find that G2(n) > 8 for n > 309400 with n ≡ 1 (mod 3). It was verified with
a computer (running code that completed in a few hours on a standard desktop computer) that
C172−23−1(n) ̸= 0 for n ≤ 309400 with n ≡ 1 (mod 3), yielding the claim for n ≡ 1 (mod 3).

For 3 | n, Lemma 3.1 implies that the Fourier coefficient of the cusp form appearing on the
right-hand side of Lemma 6.10 vanishes, so by Lemma 6.10, a2(n) = 0 if and only if the n-th
Fourier coefficient of E2 vanishes. By Lemma 6.8, this is the case if and only if

− 1

2
− 3ν3

2

(
−3

2ν2m

)(
−1

3ν3

)
+ 2ν2

(
−3

2ν2

)(
−1

3ν3m

)
+ 2ν23ν3

(
3

m

)
+

(
3

2
− 1

2
3ν3+1

(
−3

2ν2m

)(
−1

3ν3−1

)
+ 3 · 2ν2

(
−3

2ν2

)(
−1

3ν3−1m

)
− 2ν23ν3+1

(
3

m

))
+ 12|n

(
1− 3ν3

(
−3

2ν2−1m

)(
−1

3ν3

)
+ 2ν2+1

(
−3

2ν2−1

)(
−1

3ν3m

)
− 2ν2+13ν3

(
3

m

)
(6.12)

−3− 3ν3+1

(
−3

2ν2−1m

)(
−1

3ν3−1

)
+ 2ν2+13

(
−3

2ν2−1

)(
−1

3ν3−1m

)
+ 2ν2+13ν3+1

(
3

m

))
vanishes. If 2 ∤ n, then ν2 = 0 and (6.12) simplifies as(

1− 2

(
−1

n

))
+ 3ν3

(
3

m

)((
−1

n

)
− 2

)
.

This vanishes if and only if

3ν3
(

3

m

)((
−1

n

)
− 2

)
= −1 + 2

(
−1

n

)
. (6.13)

Since 3 divides the left-hand side of (6.13) (we have ν3 ≥ 1 because 3 | n), it must divide the
right-hand side, which can only occur if (−1

n ) = −1, in which case the right-hand side equals

−3. But then (6.13) simplifies to 3ν3( 3
m)(−3) = −3, which can only occur if ν3 = 0, leading to a

contradiction. Hence for 3 | n and 2 ∤ n we conclude that a2(n) ̸= 0.
Finally suppose that 2 | n. Combining terms with the same Legendre symbols, (6.12) becomes

(note that (−3
2 ) = (−1

3 ) = −1)

−1 + 2ν2+13ν3
(
− 1

2ν2+1

(
−3

2ν2m

)(
−1

3ν3

)
+

1

3ν3

(
−3

2ν2

)(
−1

3ν3m

)
+

(
3

m

))
. (6.14)

Since ν2, ν3 ∈ N, the absolute value of (6.14) is bounded from below by

2ν2+13ν3
(
1− 1

4
− 1

3

)
− 1 =

5

12
2ν2+13ν3 − 1 ≥ 5

12
· 4 · 3− 1 = 4.

We conclude that (6.12) does not vanish, and hence C172−23−1(n) ̸= 0, for all n with 3 | n. □

7. Proof of Theorem 1.4

7.1. The case 12234−2. In this subsection, we prove the claimed evaluation of the first set
appearing in Theorem 1.4.

Proposition 7.1. We have

S12234−2 =
{
n ∈ N : n = 4k(8m+ 7) for some k,m ∈ N0

}
.

We first obtain a formula for

f3(z) :=
η2(z)η3(2z)

η2(4z)
.

We have the following lemma.
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Lemma 7.2. We have

f3 = H1,2

∣∣U2

∣∣ (12S4,0 − 4S4,1 − 4S4,2 + 12S4,3) .

Proof. By [13, Proposition 1.41], [13, Theorem 1.60], Lemmas 2.3, and 2.9, we have

f3(z) =
η4(z)

η2(2z)
Θ(z) ∈M 3

2
(Γ0(8)).

For the right-hand side, observe that by Lemma 2.13, H1,2 ∈M 3
2
(Γ0(8), χ8). Applying U2 gives,

by Lemma 2.1 (1), an element of M 3
2
(Γ0(8)). Finally, by Lemma 2.1 (2), S4,a (a ∈ {1, 2, 3}) gives

an element ofM 3
2
(Γ0(16)). Thus both sides are modular forms of weight 3

2 on Γ0(16). So we have

to check 3 Fourier coefficients, which were checked with a computer. □

We are now ready to prove Proposition 7.1.

Proof of Proposition 7.1. By Lemma 7.2, we have C12234−2(n) = 0 if and only if the n-th Fourier
coefficient of H1,2

∣∣U2 vanishes. However, by [1, Lemma 4.1], we have Θ3 = 12H1,2

∣∣U2, so
C12234−2(n) = 0 if and only if r(1,1,1)(n) = 0. By Legendre’s three-square theorem [11]

r(1,1,1)(n) = 0 ⇔ n = 4k(8m+ 7) for some k,m ∈ N0. (7.1)

This is the claim. □

7.2. The case 162−3. In this subsection, we prove the claimed identity for the other set appearing
in Theorem 1.4.

Proposition 7.3. We have

S162−3 =
{
n ∈ N : n = 4k(8m+ 7) for some k,m ∈ N0

}
.

Proof. Using η(z)2

η(2z) =
∑

n∈Z(−1)nqn
2
(see [13, Theorem 1.60]), one directly obtains

η6(z)

η3(2z)
=

(∑
n∈Z

(−1)nqn
2

)3

=
∑

n1,n2,n3∈Z
(−1)n1+n2+n3qn

2
1+n

2
2+n

2
3 =

∑
n≥0

(−1)nr(1,1,1)(n)q
n.

By (7.1), we have

r(1,1,1)(n) = 0 ⇔ n = 4k(8m+ 7) for some k,m ∈ N0. □
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