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Abstract

This paper proceeds with the study of the C0-symplectic geometry of smooth sub-

manifolds, as initiated in [Ops09, HLS15], with the main focus on the behaviour of

symplectic homeomorphisms with respect to numerical invariants like capacities. Our

main result is that a symplectic homeomorphism may preserve and squeeze codimen-

sion 4 symplectic submanifolds (C0-flexibility), while this is impossible for codimension

2 symplectic submanifolds (C0-rigidity). We also discuss C0-invariants of coistropic and

Lagrangian submanifolds, proving some rigidity results and formulating some conjec-

tures. We finally formulate an Eliashberg-Gromov C0-rigidity type question for sub-

manifolds, which we solve in many cases. Our main technical tool is a quantitative

h-principle result in symplectic geometry.

1 Introduction

The starting point of this paper is the celebrated C0-rigidity theorem by Eliashberg-Gromov:

Theorem. Any diffeomorphism which is a C0-limit of symplectic diffeomorphisms is sym-

plectic.

A consequence of this result is that symplectic homeomorphisms, defined as homeomor-

phisms which are C0-limits of symplectic diffeomorphisms, define a proper subset of the

volume-preserving homeomorphisms, which deserves attention. A natural question in the

field can be stated as follows: can a symplectic homeomorphism do something that a sym-

plectic diffeomorphism cannot? There is however a rather trivial answer to this question: it

can take some smooth object to a singular one. In order to focus on the symplectic side of

the problem, we therefore restrict the question.

Question 1 (C0-rigidity). Assume that the image of a smooth submanifold X by a sym-

plectic homeomorphism h is smooth. Is there a symplectic diffeomorphism f such that

f(X) = h(X)?

Although very natural, this question seems at the moment out of reach, except in some

very special situations. This paper is mostly concerned with two weaker versions of ques-

tion 1 for which we can provide more satisfactory answers. The first one concerns the

preservation of some quantitative symplectic invariants.

1This author also uses the spelling “Buhovski” for his family name.
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Question 2. Assume that the image of a smooth symplectic submanifold X by a symplectic

homeomorphism h is smooth and symplectic. Does the restriction of h to X preserve some

capacities?

The second one is a relative version of Eliashberg-Gromov’s theorem.

Question 3. Assume that the restriction of a symplectic homeomorphism h : M → M ′ to

a smooth submanifold X is a diffeomorphism onto its image X ′ = h(X) (which is itself a

smooth submanifold). Is it then true that the restriction h|X : X → X ′ is symplectic (i.e.

h∗|Xω
′
|X′ = ω|X, where ω and ω′ are the symplectic structures on M and M ′ respectively)?

An important related result in the field is due to Humilière-Leclercq-Seyfaddini:

Theorem ([HLS15], see also [LS94] and [Ops09] for the Lagrangian and hypersurface case

respectively). If C is a coisotropic submanifold of M and h(C) is smooth (where h : M →
M ′ is a symplectic homeomorphism), then h(C) is coisotropic, and h takes the characteristic

foliation of C to that of h(C).

In fact, [LS94] proves a stronger result for closed Lagrangian submanifolds, under some

additional assumptions. It is however not hard to see that their proof implies the previous

theorem, in the setting of closed Lagrangian submanifolds. In view of question 1, this the-

orem is an important step, since the local symplectic invariants of coisotropic submanifolds

are only two: characteristic foliation and transverse symplectic structure.

1.1 Main results

Our main result is the following flexibility statement:

Theorem 1. For n > m+ 2, there exists a symplectic homeomorphism h : Cn → Cn with

support in an arbitrary neighbourhood of Q := D(1)m × {0n−m} ⊂ Cn, such that h|Q = 1
2 Id

(here 0n−m stands for 0 ∈ Cn−m).

By standard neighbourhood theorems, this statement holds true when Q is the image

of a symplectic embedding of a polydisc D(a)m of codimension at least 4 in any symplectic

manifold. Theorem 1 implies a negative answer to questions 1, 2, 3 for symplectic polydiscs

of codimension greater than 2. In particular, C0-symplectic geometry is not a trivial gener-

alization of classical symplectic geometry: not all classical invariants are C0-rigid. Theorem

1 follows from the following quantitative h-principle result:

Theorem 2 (Quantitative h-principle for symplectic discs). Let ǫ > 0 be a positive real,

n > 3 be an integer, W ⊂ Cn be an open set, and let u1, u2 : D → W be symplectic discs,

with u∗1ωst = u∗2ωst = ωst. Assume that u1 can be homotoped to u2 in W , such that in this

homotopy, the trajectory of any point on the disc u1 has diameter less than ǫ. Then there

exists a smooth Hamiltonian flow ϕ supported in W , whose trajectories have diameter less

than 2ε, and whose time-1 map sends u1 to u2.
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The novelty of this quantitative h-principle result with respect to the classical ones

[Gro86, EM02] is that it ensures the C0-smallness of the Hamiltonian flow which brings one

disc to the other, and not only the C0-smallness of the isotopy between the two discs. This

point is crucial for applications to C0-symplectic geometry.

Next, we show that the flexibility statement provided by theorem 1 is optimal in the

dimension: rigidity holds for codimension 2 symplectic submanifolds.

Theorem 3. Let h : M → M ′ be a symplectic homeomorphism between symplectic mani-

folds of dimension 2n, that takes a codimension 2 symplectic submanifold N to a symplectic

submanifold N ′. Then the restriction of h to N verifies the non-squeezing property. Namely,

if B(a) ⊂ N is a symplectic ball of size a, and h(B(a)) ⊂ N ′ can be symplectically embedded

into the cylinder Z(A) := D(A)× Cn−2, then A > a.

This non-squeezing type theorem is a form of answer to question 2. In terms of capacities,

it can be expressed as an inequality between the Gromov’s width of a subset and the

cylindrical capacity of its image:

cZ(h(U)) > cB(U) ∀ open subset U ⊂ N.

Recall that given a 2n-dimensional symplectic manifold (M,ω), its Gromov width and

cylindrical capacity are

cB(M) = sup{a |B2n(a) symplectically embeds in (M,ω)},
cZ(M) = inf{a | (M,ω) symplectically embeds into D(a)× Cn−1}.

Remark 1.1. In view of [HLS15], it is legitimate to ask whether the assumption that N ′ is

also symplectic is automatically satisfied as soon as N ′ is smooth. This is however not the

case, see corollary 4.4.

The rigidity expressed by theorem 3 implies a corresponding rigidity for hypersurfaces.

Recall that by [HLS15] (or [Ops09] in this particular setting), when a symplectic homeo-

morphism h : M → M ′ takes a smooth hypersurface Σ2n−1 to a smooth hypersurface Σ′,

it also sends the characteristic foliation of Σ to that of Σ′. It therefore induces a map at

the level of the reduction ĥ : Red (Σ) → Red (Σ′), called the reduction of h. The next

theorem asserts a C0-rigidity for the elements of the reduction Red (Σ) (we refer the reader

to paragraph 4.1 for precise definitions).

Theorem 4. Let h : M → M ′ be a symplectic homeomorphism between symplectic mani-

folds of dimension 2n, that takes a smooth hypersurface Σ to a smooth hypersurface Σ′. Then

the reduction of h verifies the non-squeezing theorem. Namely, if [B2n−2(a)] ∈ Red (Σ), and

ĥ([B2n−2(a)]) ∈ Red (Σ′) can be symplectically embedded into Z(A) = D(A) × Cn−2, then

a 6 A.

Remark 1.2. In dimension 2n = 4, the rigidity of the reduction for hypersurfaces implies

that ĥ is an area-preserving homeomorphism: for any [U ] ∈ Red (Σ) we have Aω′(ĥ(U)) =

Aω(U). Arguing as in [Ops09], we can deduce that the boundaries of rational ellipsoids
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in dimension 4 are rigid in the strongest sense (question 1): if a smooth hypersurface Σ

in a symplectic 4-manifold is symplectic homeomorphic to ∂E(a, b) with a/b ∈ Q, then it

is also symplectic diffeomorphic to ∂E(a, b). The argument makes however a crucial use

of the rationality of a/b to avoid any dynamical complication. It would be interesting to

know whether this rigidity holds in richer dynamical contexts, like for instance irrational

ellipsoids.

In fact we conjecture that theorem 4 holds for general coisotropic submanifolds.

Conjecture 1. Let h be a symplectic homeomorphism which sends a coisotropic submanifold

to a smooth (hence coisotropic) submanifold, and ĥ its reduction. If [B2n−2k(a)] ∈ Red (C),

and ĥ([B2n−2k(a)])
ω→֒ Z(A), then A > a. (Here k is the codimension of the coisotropic

submanifold, and 2n is the dimension of the ambient symplectic manifold).

Our final “quantitative” result concerns Lagrangian submanifolds. Although their area

vanish, these objects have symplectic sizes, measured by their area homeomorphism:

AL
ω : H2(M,L) −→ R

A 7−→ Aω(Σ)

where Σ is any smooth surface representing A. Recall that by the theorem already quoted

by Laudenbach-Sikorav, a smooth image of a closed Lagrangian by a symplectic homeo-

morphism is Lagrangian [LS94]. We conjecture that the area homomorphism of a closed

Lagrangian is C0-rigid (see conjecture 3, p. 34 for a precise statement). We prove it here

for tori.

Theorem 5. If L ⊂M2n is a Lagrangian torus, and if L′ = h(L) is smooth for some sym-

plectic homeomorphism h, then h∗AL′

ω′ = AL
ω. In other words, for any class A ∈ H2(M,L),

we have AL
ω(A) = AL′

ω′(h∗A).

1.2 Variations on Eliashberg-Gromov’s theorem

We now turn to question 3. For symplectic submanifolds, theorem 1 explicitely gives a

negative answer to question 3 in codimension at least 4. On the other hand, it is well

known that Eliashberg-Gromov’s theorem follows from the non-squeezing theorem [HZ94].

Analogously, theorem 3 answers question 3 by the affirmative for symplectic submanifolds

of codimension 2.

Proposition 6. Let N2n−2 ⊂ M be a symplectic submanifold of codimension 2, and let

h : M → M ′ be a symplectic homeomorphism whose restriction to N is a diffeomorphism

onto a smooth submanifold N ′ = h(N). Then N ′ is a symplectic submanifold of M ′, and

the restriction h|N : N → N ′ is a symplectomorphism.

Similarly, theorem 4 provides a positive answer to question 3 for hypersurfaces. Conjec-

ture 1 would also imply the same for coisotropic submanifold. We provide however another

argument for general coisotropic submanifolds that only relies on [HLS15].
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Proposition 7. Let C be a coisotropic submanifold ofM , and let h :M →M ′ be a symplec-

tic homeomorphism whose restriction to C is a diffeomorphism onto a smooth submanifold

C ′ = h(C). Then the restriction h|C : C → C ′ is symplectic.

Let us remark, that propositions 6, 7 imply that for any codimension 2 smooth sub-

manifold N2n−2 ⊂M , and a symplectic homeomorphism h :M →M ′ whose restriction to

N is a diffeomorphism onto a smooth submanifold N ′ = h(N), we have that the restriction

h|N : N → N ′ is a symplectomorphism. Indeed, in such a situation, for any point x ∈ N ,

the tangent space TxN is either symplectic or coisotropic. If we denote by V ⊂ N the set

of points x ∈ N such that TxN is symplectic, then V is a relatively open subset of N , and

hence by proposition 6, the restriction h|V : V → h(V ) is symplectic. Now, if we denote by

W ⊂ N the relative interior of N \V in N , then W is relatively open in N and moreover W

is a coisotropic submanifold of M . Hence by proposition 7, the restriction h|W : V → h(W )

is symplectic. But since the union of W and the relative closure of V in N , equals the whole

N , by continuity we conclude that the restriction h|N : N → N ′ = h(N) is symplectic.

In fact, propositions 6, 7 and theorem 1 put together answer question 3 for many presym-

plectic submanifolds.

Definition 1.3. Let (M2n, ω) be a symplectic manifold. A smooth submanifold X ⊂ M is

presymplectic if all the spaces TxX, x ∈ X, are symplectically isomorphic (i.e. that for any

x, y ∈ X, the restrictions of ω to TxX and to TyX are isomorphic via a linear isomorphism

TxX → TyX). This is equivalent to saying that the dimension of the kernel of ω in TxX

does not depend on x ∈ X. In that case we call this dimension the symplectic co-rank of X.

As in the case of a coisotropic submanifold, presymplectic submanifolds carry character-

istic foliations (tangent to the distribution TxX ∩ (TxX)⊥ω ), have local symplectic models

of the form Dp× [0, 1]r , where r is the co-rank of X and k = 2p+ r is its dimension. Let us

remark that considering only presymplectic submanifolds is still general enough, since every

smooth submanifold of a symplectic manifold has a dense relatively open subset which is

a union of presymplectic relatively open subsets (see lemma B.1). Moreover, for a generic

smooth submanifold, the complement of this dense relatively open subset is rather “small”.

Here are all possible occurences for the pairs (k, r) and the answers to question 3. Notice

that the case k = 1 is trivial and not considered below. Moreover, k + r must be even, and

not more than 2n.

k + r = 2n: This is the coisotropic case, and the answer to question 3 is affirmative by

proposition 7.

k+ r 6 2n− 4, k 6= r: One checks that X lies in a codimension 4 symplectic submanifold,

is not isotropic, so theorem 1 provides a negative answer to question 3.

k + r = 2n − 2, r > 2 or k + r 6 2n − 4, k = r (isotropic case): Our work does not

show anything in this situation but the following conjecture would give a negative

answer to question 3 in all these cases, which comprise in particular the isotropic

non-Lagrangian X.
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Conjecture 2. There exists a symplectic homeomorphism with compact support in

C3 that diffeomorphically maps a symplectic disc to a smooth isotropic disc.

k + r = 2n − 2 and r = 0: This is the case of symplectic submanifolds of codimension 2,

and the answer to question 3 is affirmative by proposition 6.

k + r = 2n − 2, r = 1: This is the last remaining case, and it is quite mysterious for us

since we do not even know what to conjecture here - rigidity or flexibility.

1.3 Further questions

Let us mention a stronger, more fundamental version of questions 1 and 2:

Question 4. Assume that the image of a smooth submanifold X by a symplectic home-

omorphism h is smooth. Does there exist a sequence of symplectic diffeomorphisms fk,

k = 1, 2, . . ., which C0-converges to h, such that fk(X) = h(X) for each k?

This question seems for the moment to be completely out of reach, and it might require

novel ideas. Questions 1, 4 admit the following weaker versions:

Question 1’. Assume that the image of a smooth submanifold X by a symplectic homeo-

morphism h is smooth. Is there a diffeomorphism f : X → h(X) which is symplectic (i.e.

which maps the symplectic form on the source to the symplectic form on the target)?

Question 4’. Assume that the image of a smooth submanifold X by a symplectic homeo-

morphism h is smooth. Does there exists a sequence of diffeomorphisms fk : X → h(X),

k = 1, 2, . . ., which C0-converges to h|X : X → h(X), such that fk is symplectic for each k?

It is not hard to see that for a general submanifold X ⊂M we get an affirmative answer

to question 3, provided that we have a positive answer to question 1’ for stabilisations of

relatively open subsets of X (see lemma B.2), or a positive answer to question 4’ for X (see

lemma B.3).

1.4 Organization of the paper

Section 2 is devoted to the flexibility of codimension 4 symplectic submanifolds. We prove

theorem 1, using the quantitative h-principle for discs which is formulated in theorem 2, and

several classical h-principle statements in symplectic geometry [Gro86, EM02]. Theorem 2

is proved right after, and the proofs of the classical h-principle statements that we use are

given in appendix A. We establish theorem 3 in section 3, and apply it to the C0-rigidity of

the reduction of symplectic hypersurfaces in section 4. In section 5 we prove theorem 5 on

the rigidity of the spectrum of tori, and state a precise conjecture for general Lagrangians.

Finally, we prove propositions 6, 7 (à la Eliashberg-Gromov) in section 6. In appendix B,

we explain some relations between the different questions stated in the introduction.
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1.5 Notations and conventions

Let us first give a precise definition of symplectic homeomorphisms.

Definition 1.4. Let M,M ′ be two symplectic manifolds. We say that a homeomorphism

h : M → M ′ is symplectic if there exists a sequence of open subsets U1 ⊂ U2 ⊂ · · · ⊂ M

which exhaust M , and a sequence of symplectic embeddings hi : Ui → M ′ which converge

uniformly to h on compact subsets of M . We denote by Sympeo (M,M ′) the set of sym-

plectic homeomorphisms between M and M ′.

Although this definition does not concern a priori the inverse of the homeomorphism,

we have the following classical proposition:

Proposition 1.5. Symplectic homeomorphisms can be restricted to open subsets and in-

verted. Precisely, if h ∈ Sympeo (M,M ′), then h−1 ∈ Sympeo (M ′,M) and for an open

subset U ⊂ M , h|U ∈ Sympeo (U, h(U)). In addition, for any h ∈ Sympeo (M,M ′) and

h′ ∈ Sympeo (M ′,M ′′) we have h′ ◦ h ∈ Sympeo (M,M ′′).

Proof: Let h ∈ Sympeo (M,M ′), U1 ⊂ U2 ⊂ . . . an exhaustion of M , and hi : Ui → M ′ be

symplectic embeddings which C0-converge on compact sets to h. Let U ⊂ M be an open

subset. To show that the restriction h|U : U → h(U) is a symplectic homeomorphism, look

at the sequence of open sets Vi = int(
∞⋂

k=i

h−1
k (h(U))). It is easy to see that V1 ⊂ V2 ⊂ . . .

is an exhaustion of U , and the sequence of restrictions hi|Vi : Vi → hi(Vi) ⊂ h(U) converges

uniformly to h|U : U → h(U) on compact subsets of U .

Let us now show that the inverse h−1 : M ′ → M is also a symplectic homeomorphism.

We first claim that every compact subset of M ′ is contained in hi(Ui) for large i, and that

h−1
i : hi(Ui) → M C0-converge on compact sets to h−1. To see this, endow M,M ′ with

Riemannian metrics, and fix a compact set K ′ ⊂M ′. Since h is a homeomorphism, h−1(K ′)

is compact, so there exist an open set V and a number i0 such that h−1(K ′) ⋐ V ⋐ Ui0 . By

standard degree theory, since d(K ′, ∂h(V )) > 0, there exists ε > 0 such that any continuous

map f whose C0-distance from h is less than ε verifies deg(f, y, V ) = deg(h, y, V ) for all

y ∈ K ′. Hence, there exists i1 > i0 such that

∀i > i1,∀y ∈ K ′, deg(hi, y, V ) = deg(h, y, V ) = 1.

There is therefore a solution to hi(x) = y in V ⊂ Ui0 ⊂ Ui, so hi(Ui) ⊃ K ′ for all i > i1.

Now since h−1 is uniformly continuous on h(V ), it has a modulus of continuity

δh(V )(h
−1, ε) := sup{d(h(x), h(y)), x, y ∈ h(V ), d(x, y) 6 ε},

which tends to 0 when ε goes to 0. If y ∈ K ′ and i > i1,

d(h−1(y), h−1
i (y)) 6 d(h−1(y), h−1(h ◦ h−1

i (y)))

6 δh(V )

(
h−1, d(y, h ◦ h−1

i (y))
)
, since y, h ◦ h−1

i (y) ∈ h(V )

6 δh(V )

(
h−1, d(hi(h

−1
i (y)), h(h−1

i (y)))
)

6 δh(V )

(
h−1, dC0,V (hi, h)

)
, since h−1

i (y) ∈ V.
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Therefore, the sequence of open sets Vi = int(

∞⋂

j=i

hj(Uj)) exhausts M ′, and since Vi ⊂

hi(Ui) for each i, h
−1
i is defined on Vi and converges to h−1 on compact subsets of M ′. Thus

h−1 is indeed a symplectic homeomorphism.

Finally, let h ∈ Sympeo (M,M ′) and h′ ∈ Sympeo (M ′,M ′′), such that h is the C0-limit

of a sequence of symplectic embeddings hi : Ui → M ′, and h′ is the C0-limit of a sequence

of symplectic embeddings h′i : U
′
i → M ′′, where U1 ⊂ U2 ⊂ . . . is an exhaustion of M and

U ′
1 ⊂ U ′

2 ⊂ . . . is an exhaustion of M ′. Denote Vi = int(

∞⋂

j=i

h−1
j (U ′

j)) and Wi = Ui ∩ Vi.

Then W1 ⊂ W2 ⊂ . . . is an exhaustion of M , and the sequence of symplectic embeddings

h′i ◦hi|Wi
: Wi →M ′′, i = 1, 2, . . . converges uniformly to the composition h′ ◦h on compact

subsets of M , and hence h′ ◦ h ∈ Sympeo (M,M ′′). �

We will also make use of the following notations in the course of the paper:

• D = {z ∈ C | |z| < 1}; D(r) = {z ∈ C | |z| < r}; D = {z ∈ C | |z| 6 1}.
• S(r) = ∂D(r) = {z ∈ C | |z| = r} stands for the circle of radius r.

• A(r1, r2) = {z ∈ C | r1 < |z| < r2} is an annulus.

• D(a) = D(
√

a
π ) stands for the disc of area a.

• B(a) = B2n(a) ⊂ R2n stands for the euclidean ball of capacity a.

• For a pair of points x, y ∈ Rm, we denote by d(x, y) the standard Euclidean distance

between x and y.

• For any set X and a subset Y ⊂ Rm, the C0-topology on the space of functions f : X → Y

is the topology of the C0-distance, defined by

dC0(f, g) = sup
x∈X

d(f(x), g(x)).

• Let M be a symplectic manifold, and let V ⋐ V ′ ⊂ M be open sets. A (V,V ′)-cutoff of

a Hamiltonian H : M × [0, 1] → R is a Hamiltonian H̃ : M → R of the form H̃(x, t) =

ϕ(x) · H(x, t), (x, t) ∈ M × [0, 1], where ϕ : M → [0, 1] is a smooth function such that

Suppϕ ⋐ V ′ and ϕ = 1 on a neighbourhood of V. The function ϕ is called a (V,V ′)-cutoff

function.
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2 Flexibility of codimension 4 symplectic submanifolds

Let us start with a decompressed statement of theorem 1, in the particular case of discs.

Theorem 2.1. Let (M,ω) be a connected symplectic manifold of dimension 2n > 6. Let

a > 0, and let u1, u2 : D → M be smooth embeddings such that u∗1ω = ωst, u
∗
2ω = a2ωst.

Then there exists a sequence ϕ1, ϕ2, . . . of uniformly compactly supported symplectic diffeo-

morphisms of M (by uniformly compactly supported we mean that there exists a compact

set K ⊆ M such that supp(ϕi) ⊆ K for i = 1, 2, . . .), and a homeomorphism ϕ : M → M ,

such that ϕi, i = 1, 2, . . . C0-converges to ϕ, and such that u2 = ϕ ◦ u1.

In fact, as we now explain, this particular case implies theorem 1.

Proof of theorem 1: Consider coordinates (z1, z2, z
′) on Cn with z′ := (z3, . . . , zn), |z′| :=

max |zi|, and define Q := {(0, 0, z′), |z′| 6 1}. We need to prove that there exists a

symplectic homeomorphism h with support in D(ε)2 × D(1 + ε)n−2 such that h|Q = 1
2 Id :

h(0, 0, z′) = (0, 0,
1

2
z′), ∀|z′| 6 1

Let us fix ε′ < ε. By theorem 2.1 (applied to M = D(ε′)2 ×D(1+ ε′)), there is a symplectic

homeomorphism ϕ : C3 → C3 with support in D(ε′)2 × D(1 + ε′) such that ϕ(0, 0, w) =

(0, 0, 12w) for |w| 6 1. Define the maps fi := ϕ|C3(z1,z2,zi) × Id Cn−3(z3,...,ẑi,...,zn). In other

terms, fi is the symplectic homeomorphism of Cn defined by

fi(z1, . . . , zn) = (ϕ1(z1, z2, zi), ϕ2(z1, z2, zi), z3, . . . , zi−1, ϕ3(z1, z2, zi), zi+1, . . . , zn),

where ϕ1, ϕ2, ϕ3 are the complex coordinates of the map ϕ in C3. These maps verify

fi|Q = (12Id zi) × Id z3,...,ẑi,...,zn , so their composition h̃ := f3 ◦ · · · ◦ fn is 1
2Id on Q, but

they only have support in D(ε′)2 × Cn−2, so the support of h̃ is too big for us. Observe

however that since fi does not act on the (z3, . . . , ẑi, . . . , zn) components, each fi preserves

D(ε)2×D(1+ε′)n−2. Since Q can be displaced out of D(ε′)2×Cn−2 ⊃ Supp h̃ by a symplec-

tic diffeomorphism g with support in D(ε)2 ×D(1+ ε′)n−2, we conclude by the next lemma

(with S = Supp h̃, K = Supp g). �

Lemma 2.2. Let h̃ : M → M be a symplectic homeomorphism with possibly non-compact

support S. Let Q ⊂ M be a subset which can be displaced from S by a symplectomorphism

of M with compact support K. Then, there is a symplectic homeomorphism h with support

in K ∪ h̃(K) and such that h|Q = h̃|Q.

Proof: Let g : M → M be a symplectomorphism with g(Q) ∩ S = ∅ and compact sup-

port K ⊂ M . The map h := h̃ ◦ g−1 ◦ h̃−1 ◦ g has the required property. It is in-

deed a symplectic homeomorphism, and if x ∈ Q, g(x) /∈ S so h̃−1(g(x)) = g(x), so
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h(x) = h̃ ◦ g−1(g(x)) = h̃(x). Moreover, Supph ⊂ K ∪ h̃(K) ⋐M because if x /∈ K ∪ h̃(K),

g(x) = x and g(h̃−1(x)) = h̃−1(x), so h(x) = x. �

Remark 2.3. It is easy to see from proofs of theorem 1 and lemma 2.2, that the symplectic

homeomorphism h : Cn → Cn which was constructed in the proof of theorem 1 is not only

supported in an arbitrary neighbourhood of Q = D(1)m×{0n−m} ⊂ Cn, but moreover is the

C0-limit of a sequence of symplectomorphisms of Cn which are all supported in an arbitrary

neighbourhood of Q. Hence standard neighbourhood theorems imply that the statement of

theorem 1 holds true when Q is the image of a symplectic embedding of a polydisc D(a)m of

codimension at least 4 in any symplectic manifold.

The rest of this section is aimed at proving theorem 2.1.

2.1 Proof of theorem 2.1

We now prove theorem 2.1 modulo four claims (2.4, 2.5, 2.6, 2.7), which will be proven

in the next section. The case of a = 1 is clear, since in this case u1 is Hamiltonian

isotopic to u2 (see lemma A.2). Therefore in the sequel we may assume that a 6= 1.

For each k ∈ N choose an immersion fk : D(2) → C, such that f∗kωst = (1 − a2)ωst

on D, and such that fk(D) ⊂ D(1/2k). Consider symplectic embeddings ik : D → Cn

given by ik(z) = (az, fk(z), 0, . . . , 0). Also consider the embedding ia : D → Cn given by

ia(z) = (az, 0, . . . , 0). We define a family of neighbourhoods Wk(δ) of ik(D) and W a(δ) of

ia(D), k = 1, 2, . . ., for 0 < δ < 1, by

Wk(δ) = {(z1, . . . , zn) ∈ Cn | |z1| < a+ aδ, |z2 − fk(z1/a)| < δ, |zj | < δ for 3 6 j 6 n},

W a(δ) = {(z1, . . . , zn) ∈ Cn | |z1| < a+ δ, |zj | < δ for 2 6 j 6 n}.
Also introduce a family of discs iak,l : D → Cn by iak,l(z) = (az, fk(z), fl(z), 0, . . . , 0). We

have ik(D) ⊂W a(1/2k), iak,l(D) ⊂Wk(1/2
l), (ia)∗ω = (iak,l)

∗ω = a2ωst, and i
∗
kω = ωst.

Since ia(D), ik(D) ⊂ W a(1/2k), it is enough to show that for any k, there exists a

sequence ϕ1, ϕ2, . . . of symplectic diffeomorphisms of Cn supported inside W a(1/2k), and

a homeomorphism ϕ : Cn → Cn, such that the sequence (ϕi)i>1 C
0-converges to ϕ, and

such that ia = ϕ ◦ ik (the sufficiency to prove the latter follows from the symplectic neigh-

bourhood theorem, and from the fact that in any connected symplectic manifold, any two

embedded closed symplectic discs of the same symplectic area are Hamiltonianly isotopic,

see lemma A.2). The rest of the proof is aimed at proving the latter statement.

So, let k be any natural number. Denote k1 = k, ǫ1 = 1/2k1 , U1 = W a(ǫ1) ⊃ ik1(D).

Choose a decreasing sequence U1 ⊃ U2 ⊃ U3 ⊃ . . . of open sets, such that ∩jUj = ik1(D).

Now choose some l1 > k1, such that for 0 < δ1 := 1/2l1 6 ǫ1 < 1 we have U2 ∩W a(ǫ1) ⊃
Wk1(δ1). In addition we have W a(ǫ1) ⊃Wk1(δ1) ⊃ iak1,l1(D).

Claim 2.4. There exists a Hamiltonian isotopy supported inside W a(ǫ1), whose time-1 map

ψ′
1 satisfies ia = ψ′

1 ◦ iak1,l1, and dC0(Id , ψ′
1) < 3ǫ1.

10



Now look at ψ′
1(Wk1(δ1)) ⊃ ia(D), ψ′

1 ◦ ik1(D). Choose some k2 ∈ N such that k2 > k1
and such that for 0 < ǫ2 := 1/2k2 < 1 we haveW a(ǫ2) ⊂ ψ′

1(Wk1(δ1)). We have ψ′
1◦ik1(D) ⊂

ψ′
1(Wk1(δ1)) and ik2(D) ⊂W a(ǫ2) ⊂ ψ′

1(Wk1(δ1)).

Claim 2.5. There exists a Hamiltonian isotopy supported inside ψ′
1(Wk1(δ1)), whose time-1

map ψ′′
1 satisfies ik2 = ψ′′

1 ◦ ψ′
1 ◦ ik1 , and dC0(Id , ψ′′

1 ) < 30ǫ1.

Letting ψ1 = ψ′′
1 ◦ ψ′

1, we get a symplectomorphism with support in W a(ǫ1) ⊂ U1, such

that ψ1(U2) ⊃ W a(ǫ2) ⊃ ik2(D), ik2 = ψ1 ◦ ik1 , and dC0(Id , ψ1) < 33ǫ1. Figure 1 below

summarizes this first step of the induction.

ψ′

1
(

Wk1
(1/2l1 )

)

ψ′′

1

ψ′

1(ik1
(D))

ψ′

1

iak1,l1
(D)

ik1
(D)

Wa(

1/2k1
)

Wk1

(

1/2l1
)

ψ′

1

ik2
(D)

ik2
(D) = ψ′′

1 (ψ′

1(ik1
(D)))

ia(D)

ia(D) = ψ′

1(ia
k1,l1

(D))

ψ′′

1

ia(D)

Figure 1: A typical step of the induction.

• ψ1 has support in W a(1/2k1) and takes U2 ⊂ Wk1(1/2
l1) to a neighbourhood of ia(D), so that ψ2 is

ready to have support in ψ1(U2).

• The role of ψ′

1 is to achieve ψ′

1(U2) ⊃ ia(D).

• The role of ψ′′

1 is to achieve ψ1 ◦ ik1 = ψ′′

1 ◦ ψ′

1 ◦ ik1 = ik2 .

• Although the first isotopy (ψ′

1) lies in a standard neighbourhood of ia(D) and can be made relatively

explicit, the second one (ψ′′

1 ) takes an unknown disc to ik2(D), in some open set on which we have

few control.

Let us describe the step m, when m > 1. At steps 1, . . . ,m − 1 we have constructed

Hamiltonian diffeomorphisms ψ1, . . . , ψm−1. Denote ϕm−1 = ψm−1 ◦ ψm−2 ◦ . . . ◦ ψ1. Ac-

cording to the previous step, we have ϕm−1(Um) ⊃W a(ǫm) ⊃ ikm(D) and ikm = ϕm−1 ◦ ik1 .
Choose some lm > km, such that for 0 < δm := 1/2lm 6 ǫm < 1 we have ϕm−1(Um+1) ∩

W a(ǫm) ⊃Wkm(δm). In addition we have W a(ǫm) ⊃Wkm(δm) ⊃ iakm,lm(D).

Claim 2.6. There exists a Hamiltonian isotopy supported inside W a(ǫm), whose time-1

map ψ′
m satisfies ia = ψ′

m ◦ iakm,lm , and dC0(Id , ψ′
m) < 3ǫm.

Now look at ψ′
m(Wkm(δm)) ⊃ ia(D), ψ′

m ◦ ikm(D). Choose some km+1 ∈ N such

that km+1 > km, and such that for 0 < ǫm+1 := 1/2km+1 < 1 we have W a(ǫm+1) ⊂
ψ′
m(Wkm(δm)). We have ψ′

m ◦ ikm(D) ⊂ ψ′
m(Wkm(δm)) and ikm+1

(D) ⊂ W a(ǫm+1) ⊂
ψ′
m(Wkm(δm)).

Claim 2.7. There exists a Hamiltonian isotopy supported inside ψ′
m(Wkm(δm)), whose time-

1 map ψ′′
m satisfies ikm+1

= ψ′′
m ◦ ψ′

m ◦ ikm , and dC0(Id , ψ′′
m) < 30ǫm.
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Letting ψm := ψ′′
m ◦ ψ′

m, we get a symplectomorphism with support in W a(ǫm) ⊂
ϕm−1(Um) ⊂ U1, such that ψm ◦ ϕm−1(Um+1) ⊃ W a(ǫm+1) ⊃ ikm+1

(D), ikm+1
= ψm ◦ ikm ,

and dC0(Id , ψm) < 33ǫm.

As a result of this induction, we get a sequence ψ1, ψ2, . . . of symplectomorphisms sup-

ported inside U1 such that:

(i) ψm has support in Wa(εm) ⊂ ϕm−1(Um), where ϕm−1 := ψm−1 ◦ · · · ◦ ψ1,

(ii) dC0(Id , ψm) < 33ǫm 6 33/2m,

(iii) ikm+1
= ϕm ◦ ik.

It follows by (ii) that ϕm is a Cauchy sequence in the C0 topology hence uniformly con-

verges to some continuous map ϕ : Cn → Cn. Next, since ikm+1
= ϕm ◦ ik for every

m > 1, we have ia = ϕ ◦ ik. Finally, we claim that ϕ is an injective map, hence a

homeomorphism. To see this, consider two points x 6= y ∈ Cn. If x, y ∈ ik(D), then

by (iii), ϕ(x) = ia ◦ i−1
k (x) 6= ia ◦ i−1

k (y) = ϕ(y). If x, y /∈ ik(D), then x, y ∈ cUm for

m large enough, so by (i), ϕm(x) = ϕm+1(x) = ϕm+2(x) = . . . = ϕ(x), and similarly

ϕm(y) = ϕ(y) (because the supports of ψm, ψm+1, . . . are contained in ϕm−1(Um)), so

ϕ(x) = ϕm(x) 6= ϕm(y) = ϕ(y). Finally, if x ∈ ik(D) and y /∈ ik(D), y ∈ cUm for

m large enough, so ϕ(y) = ϕm(y) ∈ ϕm(
cUm) ⊂ ϕm(

cUm+1) ⊂ cWa(εm) by (i). Since

ϕ(x) ∈ Im ia ⊂Wa(εm), we conclude that in this case also ϕ(x) 6= ϕ(y). �

2.2 Proofs of theorem 2 and of claims 2.4, 2.5, 2.6, 2.7

Claims 2.4, 2.5, 2.6, 2.7 are consequences of the quantitative h-principle for discs, which is

summarised in theorem 2, and which might be of independent interest. Before we pass to

the proof of the theorem, let us introduce some notation. For a given homotopy of discs

F : D × [0, 1] → Rm, we define its size by

sizeF := max
z∈D

diamF ({z} × [0, 1]),

and for a given compactly supported flow ϕ : Rm × [0, 1] → Rm, ϕ(x, t) = ϕt(x), we define

its size by

sizeϕ := max
x∈Rm

diamϕ({x} × [0, 1]).

In this terminology theorem 2 can be stated as follows:

Theorem 2 [Quantitative h-principle for symplectic discs]. Let ǫ > 0 be a positive real,

n > 3 be an integer, W ⊂ Cn be an open set, and let u1, u2 : D → W be symplectic discs,

with u∗1ωst = u∗2ωst = ωst. Assume that there exists a (continuous) homotopy between u1
and u2 in W , of size less than ǫ (i.e. a continuous map F : D × [0, 1] → W , such that

F (z, 0) = u1(z), F (z, 1) = u2(z), for all z ∈ D, and that sizeF < ǫ). Then there exists

a smooth Hamiltonian flow ϕ supported in W and of size less than 2ǫ, whose time-1 map

12



sends u1 to u2 (i.e. a Hamiltonian isotopy ϕt : W → W , t ∈ [0, 1], which is generated by

a smooth time-dependent Hamiltonian supported in W , such that u2 = ϕ1 ◦ u1, and such

that sizeϕ < 2ǫ). Moreover, when n > 3 there exists such a Hamiltonian flow ϕ of sizeϕ < ǫ.

The first step of the proof, implemented in lemma A.1, consists in constructing, from

our homotopy, an isotopy between u1 and u2 (i.e. a smooth embedding F : D× [0, 1] → W

such that F (z, 0) = u1(z) and F (z, 1) = u2(z) ∀z ∈ D), of size less than 2ε (ε for n > 4).

Theorem 2 then follows from the following central statement:

Proposition 2.8. Let ǫ > 0 be a positive real, n > 3 be an integer, W ⊂ Cn be an open

set, and let u1, u2 : D → W be symplectic discs, with u∗1ωst = u∗2ωst = ωst. Assume that

there exists a smooth embedded isotopy between u1 and u2 in W , of size less than ǫ (i.e. a

smooth embedding F : D × [0, 1] → W , such that F (z, 0) = u1(z), F (z, 1) = u2(z), for all

z ∈ D, and sizeF < ǫ). Then there exists a smooth Hamiltonian flow supported in W and

of size less than ǫ, whose time-1 map sends u1 to u2 (i.e. a Hamiltonian flow ϕt : W → W ,

t ∈ [0, 1] which is generated by a smooth time-dependent Hamiltonian supported in W , such

that u2 = ϕ1 ◦ u1, and such that sizeϕ < ǫ).

Proof of proposition 2.8. Choose δ > 0 small enough. Consider the grid on R2 of lines

parallel to the axes, with step δ, or in other words the set {(x, y) ∈ R2 | x ∈ δZ or y ∈ δZ}.
Look at the intersection of this grid with the open unit disc D, and add to it the unit circle

S1 = ∂D. The set that we get represents a smooth graph which belongs to D, and which

divides D into small regions (which mostly are squares with side ǫ). The vertices of this

graph are the points (x, y) ∈ D such that x, y ∈ δZ, and also points (x, y) ∈ S1 = ∂D such

that either x ∈ δZ or y ∈ δZ. The edges of this graph are either sides, or parts of sides, of

squares that the grid divides, or arcs on S1. We denote this graph by Γ. The vertices of Γ

will be represented by points z ∈ D. For each edge of Γ, pick a path γ : [0, 1] → D which

parametrises it, and which will represent it during the proof. The faces will be represented

by open subsets G ⊂ D.

The images of Γ by u1 and u2 provide us with a graph on u1(D) and a graph on u2(D).

We construct the isotopy between u1 and u2 in three steps. At the first step, we isotope

the vertices of the corresponding graph on u1(D) to the vertices of the corresponding graph

on u2(D). At the second step, we isotope edges to edges, and at the third step we isotope

faces to faces. After performing these three steps, the discs coincide. All the isotopies of

the vertices, edges and faces are combined in such a way that the resulting isotopy is of size

less than ǫ.

Now let us turn to the actual proof. Before we start performing the three steps described

above, let us extend the maps u1, u2 : D →W to a slightly larger open disc, so that we get

smooth embeddings u1, u2 : D(1+µ) →W with u∗1ωst = u∗2ωst = ωst on D(1+µ). Moreover,

after decreasing µ if necessary, we can extend the embedding F : D×[0, 1] →W to a smooth

embedding F : D(1+µ)× [−µ, 1+µ]× [−µ, µ]2n−3 →W (where we identify D× [0, 1] with

D× [0, 1]× 02n−3 ⊂ D(1 + µ)× [−µ, 1 + µ]× [−µ, µ]2n−3), such that F (z, 0, 02n−3) = u1(z)

and F (z, 1, 02n−3) = u2(z) for every z ∈ D(1 + µ).
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Choose a small enough η > 0. For any vertex z, edge γ, and face G of Γ, denote by

Uz, Uγ , and UG, the η-neighbourhoods of z, γ([0, 1]), and G in D(1 + µ), respectively.

Uz, Uγ and UG are (topological) discs. Denote Wz = F (Uz × (−η, 1 + η) × (−η, η)2n−3),

Wγ = F (Uγ× (−η, 1+η)× (−η, η)2n−3) andWG = F (UG× (−η, 1+η)× (−η, η)2n−3). Then

Wz, Wγ and WG are (topological) balls in Cn, and moreover if z1 and z2 are two different

vertices of Γ then Wz1 and Wz2 are disjoint, and if G1 and G2 are two non-neighbouring

faces of Γ (that is, G1 ∩G2 = ∅), then WG1
and WG2

are disjoint (provided that η is small

enough). For any pair of faces G1, G2 of Γ, we define l(G1, G2) as the minimal integer

m > 0, such that there exists a sequence of m+1 faces of Γ, which starts with G1 and ends

with G2, and such that any two consequent elements of the sequence are neighbouring faces

(and so in particular, according to this definition, we have l(G,G) = 0 for every face G of

Γ). For any face G of Γ and for every integer l > 1, we denote by W
(l)
G the union of all WG1

where G1 is a face of Γ and l(G,G1) 6 l. We also denote W ′
G := W

(1)
G .

Step I

Consider any vertex z of Γ. We have u1(z), u2(z) ∈ Wz. Therefore we can find a Hamilto-

nian isotopy ψtz, t ∈ [0, 1], supported in Wz, such that ψ1
z ◦ u1 = u2 on a neighbourhood of

z (this follows from lemma A.2). Denote by Ψt
V , t ∈ [0, 1] a (reparametrised) concatenation

of all the isotopies ψz when z runs over the vertices of Γ. Denote u′1 = Ψ1
V ◦ u1. We have

u′1 = u2 on a neighbourhood of each vertex of Γ. Note that the flow ΨV is supported

inside the disjoint union ∪zWz. Moreover, for each vertex z, edge γ, and face G of Γ, if

Wz ∩Wγ 6= ∅ then Wz ⊂ Wγ , and if Wz ∩WG 6= ∅ then Wz ⊂ WG. Hence Ψt
V(Wγ) = Wγ

and Ψt
V(WG) = WG for any edge γ and face G of Γ, and any t ∈ [0, 1]. In particular,

u′1 ◦ γ([0, 1]) ⊂ Wγ for any edge γ of Γ, and u′1(G) ⊂ WG for any face G of Γ. Let us

summarise the properties which will be important in the sequel:

u′1 = u2 on a neighbourhood of each vertex of Γ, (V1)
Ψt

V(WG) =WG, for any face G of Γ and each t ∈ [0, 1], (V2)
u′1 ◦ γ([0, 1]) ⊂Wγ for any edge γ of Γ, (V3)
u′1(G) ⊂WG for any face G of Γ. (V4)

Step II

Choose some 1-form λ on Cn such that dλ = ωst. We divide the second step into two

sub-steps:

Adjusting actions of the edges:

Look at the discs u′1 and u2. For any edge γ of Γ, the integrals A(u′1 ◦ γ) :=
∫
u′
1
◦γ λ and

A(u2 ◦γ) :=
∫
u2◦γ

λ are well-defined, and do not necessarily coincide (we call these integrals

“actions of u′1 ◦γ and u2 ◦γ”). The purpose of this sub-step is to slightly perturb u′1 so that
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the actions of u′1 ◦ γ and u2 ◦ γ coincide. To do this, fix a vertex z0 of Γ, and for any other

vertex z of Γ, choose a path γz made of successive edges of Γ which joins z0 to z. Define

az :=

∫

u2◦γz

λ−
∫

u′
1
◦γz

λ.

Notice that these numbers depend on the choice of z0 but not of γz because u
∗
2ωst = u′1

∗ωst.

Then, for each edge γ of Γ,

A(u′1 ◦ γ) + aγ(1) − aγ(0) = A(u2 ◦ γ)

(because aγ(1) can be obtained by integrating λ along a path that joins z0 to γ(0), concate-

nated with γ). Choose now disjoint annuli Az = {w ∈ C | ρz < |w − z| < ρ′z} ⊂ Uz ⊂
D(1+µ), for all vertices z of Γ. Consider a Hamiltonian function HD on D(1+µ) with sup-

port in ∪D(z, ρ′z), and which is equal to −az on D(z, ρz). The induced Hamiltonian isotopy

is supported inside ∪zAz, and its time-1 map f : D(1+µ) → D(1+µ) is such that for each

edge γ of Γ, the area between γ and f ◦γ equals aγ(1)−aγ(0), so the actions of u2 and u′1 ◦f
coincide on each edge. Extending the push-forward (u′1)∗HD to a smooth function HA with

support in ∪zWz, and whose derivatives vanish in the directions symplectic orthogonal to

Tu′1(D), we get a Hamiltonian function whose Hamiltonian flow Ψt
A, t ∈ [0, 1] is supported

inside ∪zWz, and the time-1 map of its flow verifies Ψ1
A ◦ u′1 = u′1 ◦ f . Denote v := Ψ1

A ◦u′1.
We have:

A(v ◦ γ) = A(u2 ◦ γ) for each edge γ of Γ, (A1)

v = u2 on a neighbourhood of each vertex of Γ. (A2)

The flow ΨA is supported inside ∪zWz. Moreover, recall that for each vertex z, edge γ, and

face G of Γ, if Wz ∩Wγ 6= ∅ then Wz ⊂ Wγ , and if Wz ∩WG 6= ∅ then Wz ⊂ WG. Hence

Ψt
A(Wγ) =Wγ and Ψt

A(WG) =WG for every edge γ and face G of Γ, and any t ∈ [0, 1], so

in particular, by (V3) and (V4), we have

v ◦ γ([0, 1]) ⊂Wγ , for any edge γ of Γ, (A3)

v(G) ⊂WG, for any face G of Γ. (A4)

Given two different edges γ1, γ2 of Γ, the curves v ◦ γ1 and u2 ◦ γ2 might intersect away

from their endpoints. However, since we are in dimension 2n > 2, we claim that a small

perturbation allows to get rid of these intersections.

Claim 2.9. We can slightly perturb the flow ΨA, such that the correspondingly perturbed

disc v satisfies

v ◦ γ1((0, 1)) ∩ u2 ◦ γ2((0, 1)) = ∅, for any pair of different edges γ1, γ2 of Γ, (A5)

and such that we still have (A1), (A2), (A3), (A4).

Proof: By (A2), for each edge γ of Γ, we can find a closed interval Iγ ⊂ (0, 1) such that

v ◦ γ = u2 ◦ γ on [0, 1] \ Iγ . Then, pick open sets

v ◦ γ(Iγ) ⊂ Vγ ⋐ V ′
γ ⋐W \ {v ◦ γ(0), v ◦ γ(1)},
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such that the V ′
γ are pairwise disjoint. For each edge γ of Γ choose a (Vγ ,V ′

γ)-cutoff function.

Since we are in dimension 2n > 2, for each edge γ of Γ we can find an arbitrarily small

vector rγ ∈ Cn, such that (v ◦ γ1((0, 1)) + rγ1) ∩ u2 ◦ γ2((0, 1)) = ∅ for any pair γ1, γ2 of

different edges of Γ. Then consider the small linear (autonomous) Hamiltonian function

whose time-1 map is the affine shift by rγ , and consider its (Vγ ,V ′
γ)-cutoff (via the initially

chosen cutoff function). This gives autonomous Hamiltonian functions, indexed by the

edges of Γ, with pairwise disjoint supports. Their sum is a Hamiltonian function H which

generates a C0 small Hamiltonian flow θt, t ∈ [0, 1], such that we have

θ1 ◦ v ◦ γ1((0, 1)) ∩ u2 ◦ γ2((0, 1)) = ∅

for any two different edges γ1, γ2 of Γ. Now replace the flow Ψt
A, t ∈ [0, 1] by the compo-

sition of flows θt ◦ Ψt
A, t ∈ [0, 1], and correspondingly replace v by θ1 ◦ v. (A1), (A2) still

hold because H vanishes near v(z) = u2(z) for each vertex z of Γ, and (A3), (A4) are not

destroyed if the flow (θt) is C0-small enough. �

If an edge γ of Γ is not incidental to a face G of Γ (i.e. γ([0, 1]) 6⊂ G), then by (A5),

we have v(∂G) ∩ u2 ◦ γ((0, 1)) = ∅. However, we might still have v(G) ∩ u2 ◦ γ((0, 1)) 6= ∅.
Nevertheless, since we are in dimension 2n > 4, we claim, similarly as before, that a small

perturbation allows to get rid of these intersections

Claim 2.10. We can slightly perturb the flow ΨA, such that correspondingly perturbed disc

v satisfies

v(G) ∩ u2 ◦ γ((0, 1)) = ∅, for any edge γ and face G of Γ with γ([0, 1]) 6⊂ G, (A6)

and such that (A1), (A2), (A3), (A4), and (A5) still hold.

Proof: By (A2) and (A5), for each face G of Γ, we can find a compact subset KG ⊂ G, such

that

v(G \KG) ∩ u2 ◦ γ((0, 1)) = ∅,

for any face G and non-incidental edge γ of Γ. Thus, we can pick open sets VG,V ′
G such

that

v(KG) ⊂ VG ⋐ V ′
G ⋐W \ (v(∂G) ∪ {v(z) | z is a vertex of Γ}),

and such that the V ′
G are pairwise disjoint. For each face G of Γ, choose a (VG,V ′

G)-cutoff

function.

Since we are in dimension 2n > 4, for each face G of Γ we can find an arbitrarily small

vector rG ∈ Cn, such that (v(G) + rG) ∩ u2 ◦ γ((0, 1)) = ∅ for any face G and edge γ

non-incidental to G. Then for each face G of Γ, consider the small linear (autonomous)

Hamiltonian function whose time-1 map is the affine shift by rG, and consider its (VG,V ′
G)-

cutoff (via the initially chosen cutoff function). This gives a collection of autonomous

Hamiltonian functions (one for each face G of Γ), whose supports are pairwise disjoint

and avoid a neighbourhood of the image by v and u2 of each vertex Γ. Their sum is a
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Hamiltonian function generating a C0 small Hamiltonian flow θt, t ∈ [0, 1], which verifies

θ1 ◦ v(G) ∩ u2 ◦ γ((0, 1)) = ∅ for any non-incidental face G and edge γ of Γ. Now replace

the flow Ψt
A, t ∈ [0, 1] by the composition of flows θt ◦ Ψt

A, t ∈ [0, 1], and correspondingly

replace v by θ1◦v. It is again immediate to verify that (A1)-(A5) still hold if (θt) is C0-small

enough. �

Notice that the proof above uses only (A2) and (A5), which are symetric in u2 and v.

Thus a further perturbation, obtained by the same procedure, allows to ensure that

u2(G) ∩ v ◦ γ((0, 1)) = ∅, for any edge γ and face G of Γ with γ([0, 1]) 6⊂ G. (A7)

Precisely, the above procedure provides us with a C0-small Hamiltonian flow θt, t ∈ [0, 1],

supported away from {u2(z) | z is a vertex of Γ}, such that θ1 ◦ u2(G) ∩ v ◦ γ((0, 1)) = ∅
for any face G of Γ, and edge γ of Γ non-incidental to G. Then we replace the flow Ψt

A,

t ∈ [0, 1] by the composition of flows (θt)−1 ◦Ψt
A, t ∈ [0, 1], and correspondingly replace v by

(θ1)−1 ◦ v. Notice that the properties (A1)-(A6) still hold after the perturbation, provided

that the flow θ is C0-small enough.

After the above three perturbations we may no longer have Ψt
A(WG) =WG for any face

G of Γ and any t ∈ [0, 1]. Nevertheless, we can assume that these perturbations of ΨA are

sufficiently C0-small, so that we still have:

Ψt
A(WG) ⊂W ′

G, for any face G of Γ, and any t ∈ [0, 1]. (A8)

Moving edges to edges:

Look at the disc v = Ψ1
A ◦u′1. Since by (A2), v and u2 coincide on a neighbourhood of each

vertex of Γ, there exists ν > 0 such that v ◦ γ(s) = u2 ◦ γ(s) ∀s ∈ [0, 2ν]∪ [1− 2ν, 1] and for

all edge γ of Γ. By (A3), (A5), (A6), (A7) if we denote by Gγ the union of the two faces

that contain γ([0, 1]) in their boundaries (or one face when γ([0, 1]) lies in ∂D(1 + µ)),

u2 ◦ γ([ν, 1− ν]), v ◦ γ([ν, 1− ν]) ⋐Wγ\
(
u2(D\Gγ) ∪ v(D\Gγ)

)
. (E1)

Choose now relative homotopies Fγ between v◦γ|[ν,1−ν] and u2◦γ|[ν,1−ν] inWγ\
(
u2(D\Gγ)∪

v(D\Gγ)
)
, i.e. smooth maps Fγ : [ν, 1− ν]× [0, 1] →Wγ\

(
u2(D\Gγ)∪ v(D\Gγ)

)
such that

Fγ(s, 0) = v ◦ γ(s), Fγ(s, 1) = u2 ◦ γ(s) and F (s, t) = u2 ◦ γ(s) = v ◦ γ(s) for all t ∈ [0, 1]

and s ∈ [ν, 2ν]∪ [1− 2ν, 1− ν] (this can be done by considering a relative homotopy in Wγ ,

and perturb it by general position arguments). Notice now that (A5) implies in particular

that u2 ◦ γ1([ν, 1− ν])∩ v ◦ γ2([ν, 1− ν]) = ∅ for all pair of distinct edges γ1, γ2, so a similar

general position argument allows to choose the isotopies Fγ with disjoint images. Finally,

taking small enough neighbourhoods with smooth boundary Vγ of each image of Fγ , we get
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open sets with the following properties:

Vγ ⋐Wγ ⊂ Cn (E2)
Vγ1 ∩ Vγ2 = ∅ for all pair of distinct edges of Γ (E3)
Vγ ∩

(
u2(D\Gγ) ∪ v(D\Gγ)

)
= ∅ (E4)

{
Vγ ∩ u2 ◦ γ((0, 1)) = u2 ◦ γ((ν ′, 1− ν ′))

Vγ ∩ v ◦ γ((0, 1)) = v ◦ γ((ν ′, 1− ν ′)),
for some ν ′ ∈ (ν, 2ν). (E5)

v ◦ γ|(ν′,1−ν′) and u2 ◦ γ|(ν′,1−ν′) are relative homotopic in Vγ (E6)

By (A1), we have the equality of actions
∫
v◦γ λ =

∫
u2◦γ

λ. Since moreover v◦γ(s) = u2◦γ(s)
for s ∈ [0, ν ′] ∪ [1 − ν ′, 1], the actions of v ◦ γ|[ν′,1−ν′] and u2 ◦ γ|[ν′,1−ν′] also coincide. By

(E6), lemma A.3 (b) (completed by remark A.4) therefore gives Hamiltonian functions

Hγ : W × [0, 1] → R with compact supports in Vγ × [0, 1], whose Hamiltonian flows verify

ψ1
Hγ

◦v = u2 on a neighbourhood of γ((ν ′, 1−ν ′)) in D(1+µ). Since v already coincides with

u2 near the part of v(γ) outside of Vγ , we conclude that ψ1
Hγ

◦ v = u2 on a neighbourhood

of γ([0, 1]). The functions Hγ have disjoint supports by (E3), so their sum H :=
∑

γ Hγ is

a Hamiltonian function whose flow (ΨE) verifies

u′′1 = Ψ1
E ◦ v = u2 on a neighbourhood of each edge of Γ. (E7)

Moreover, by (E3) and (E2), a point of WG is moved along the flow of H by at most one

flow (ψHγ ), which have support in Wγ ⊂W ′
G. Hence,

Ψt
E(WG) \WG ⋐W ′

G for any face G of Γ and any t ∈ [0, 1] 1. (E8)

In addition, we claim that we have:

u′′1(G) = Ψ1
E ◦ v(G) ⊂WG for any face G of Γ. (E9)

Indeed, let G be a face of Γ and let z ∈ G. If z ∈ ∂G, then by (E7), we have u′′1(z) =

u2(z) ∈ WG. If z ∈ G and v(z) ∈ Vγ for some edge γ of Γ, then by (E4) we conclude that

G ⊃ γ([0, 1]), hence Wγ ⊂WG, and therefore by (E3) and (E2), we get

u′′1(z) = Ψ1
E ◦ v(z) = Ψ1

Hγ
◦ v(z) ∈ Vγ ⊂Wγ ⊂WG.

Finally, if v(z) /∈ Vγ for any edge γ of Γ, then v(z) /∈ SuppH and therefore u′′1(z) =

Ψ1
E ◦ v(z) = v(z) ∈WG.

Claim 2.11. Since we are in dimension 2n > 4, we can slightly perturb the flow ΨE , such

that (E7), (E8) and (E9) still hold, and such that

u′′1(G1) ∩ u2(G2) = ∅, for any two different faces G1, G2 of Γ. (E10)

Proof: By (E7), for each face G of Γ, we can find a compact subset KG ⊂ G such that

u′′1 = u2 on G \KG. Then, by (E9) we can pick open sets VG,V ′
G such that

u′′1(KG) ⊂ VG ⋐ V ′
G ⋐WG \ (∪γu′′1 ◦ γ([0, 1])),

1Of course, WG ⋐ W ′

G as soon as G ⋐ D, but not when G is adjacent to ∂D.
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and such that the V ′
G are pairwise disjoint. Note that V ′

G ⋐ WG \ u′′1(∂G) since ∂G ⊂
∪γγ([0, 1]). For each face G of Γ, choose a (VG,V ′

G)-cutoff function.

Since we are in dimension 2n > 4, for each face G of Γ we can find an arbitrarily small

vector rG ∈ Cn, such that (u′′1(G1)+ rG1
)∩u2(G2) = ∅ for any pair of different faces G1, G2

of Γ. Then for each face G of Γ, take the small linear (autonomous) Hamiltonian function

whose time-1 map is the affine shift by rG, and consider its (VG,V ′
G)-cutoff (via the initially

chosen cutoff function). This gives us a collection of autonomous Hamiltonian functions

(one for each face G of Γ), with pairwise disjoint supports. Their sum (over all faces G of

Γ) is a Hamiltonian function with C0 small Hamiltonian flow θt, t ∈ [0, 1], which verifies

θ1 ◦ u′′1(G1) ∩ u2(G2) = ∅
for any pair of different faces G1, G2 of Γ. Now replace the flow Ψt

E , t ∈ [0, 1] by the compo-

sition of flows θt ◦Ψt
E , t ∈ [0, 1], and correspondingly replace u′′1 by θ1 ◦ u′′1. (E7) still holds

after the perturbation because the flow θ has support in WG \ ∪γu′′1 ◦ γ([0, 1]). (E9) still

holds provided the perturbation is chosen C0-small enough. The same is true for (E8), for
those faces G of Γ which are compactly contained in D. For the other faces (whose closure

intersects ∂D), since we had (E8) before the perturbation, since the flow θ is C0-small, and

since the support of the flow θ lies inside ∪GV ′
G, where all V ′

G are pairwise disjoint and

V ′
G ⋐WG for every face G of Γ, we conclude that (E8) still holds after the perturbation.�

Note that (E8) implies

Ψt
E(WG) ⊂W ′

G for any face G of Γ and each t ∈ [0, 1]. (E11)
The properties of the Hamiltonian flow (Ψt

E) that will be important in the sequel are (E7),
(E9), (E10) and (E11).

Step III

Let G be a face of Γ. We have u′′1(G), u2(G) ⊂ WG by (E9), and the restrictions of u′′1
and u2 to G coincide near the boundary of G by (E7). The first point is to find local Hamil-

tonian isotopies in WG that bring u′′1(G) to u2(G), relative to their boundaries, with the

additional requirement that their supports do not intersect u2(D\G) ∪ u′′1(D\G) (pairwise

disjoint support would be even better, but now the dimension obstructs). This is doable

directly, but not completely transparent from our proof of lemma A.5, so we proceed slightly

differently. By lemma A.5, for every face G of Γ there exists a Hamiltonian isotopy ψtG of

W , generated by a Hamiltonian HG : W × [0, 1] → R, such that

SuppHG ⋐WG \ u2(∂G), (F1)

ψ1
G ◦ u′′1 = u2 on G. (F2)

Claim 2.12. Since we are in dimension 2n > 6, after slightly perturbing the flow ψG for

each face G of Γ, if necessary, we may assume that (F1), (F2) still hold, and that we

moreover have

ψtG ◦ u′′1(G) ∩
(
u′′1(D \G) ∪ u2(D \G)

)
= ∅ for any face G of Γ and any t ∈ [0, 1]. (F3)
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Proof: By (F1) and (F2), for each face G of Γ, we can find a compact subset KG ⊂ G such

that u′′1(z) = ψtG ◦ u′′1(z) = u2(z) for any z ∈ G \KG and t ∈ [0, 1]. Then, by (E7), (E9) and
(F3), we can pick open sets

∪t∈[0,1]ψtG ◦ u′′1(KG) ⊂ VG ⋐ V ′
G ⋐WG \ u′′1(∂G) =WG \ u2(∂G).

For each face G of Γ, choose a (VG,V ′
G)-cutoff function.

Since we are in dimension 2n > 6, for each face G of Γ, we can find an arbitrarily small

vector rG ∈ Cn, such that

((∪t∈[0,1]ψtG ◦ u′′1(G)) + rG) ∩ (u′′1(D \G) ∪ u2(D \G)) = ∅.

Next, take the small linear (autonomous) Hamiltonian function whose time-1 map is the

affine shift by rG, and consider its (VG,V ′
G)-cutoff (via the initially chosen cutoff function).

It is a Hamiltonian function which generates a C0-small autonomous Hamiltonian flow θtG,

t ∈ [0, 1] on W . Finally, by (E10) and (F2), we have

(u′′1(G) ∪ ψ1
G ◦ u′′1(G)) ∩ (u′′1(D \G) ∪ u2(D \G)) = ∅.

Hence if we choose a small enough ν > 0, and then pick a smooth function c : [0, 1] → [0, 1],

which equals 1 on [ν, 1− ν] and equals 0 on a neighbourhood of {0, 1}, then after replacing

the Hamiltonian flows ψtG, t ∈ [0, 1] by θ
c(t)
G ◦ψtG, t ∈ [0, 1], we obtain the desired situation. �

Now, by (F1), for each face G of Γ we can find a compact subset K̃G ⊂ G such

that HG = 0 on a neighbourhood of u′′1(G \ K̃G), and in particular, by (F2) we have

u′′1(z) = ψtG ◦ u′′1(z) = u2(z) for any z ∈ G \ K̃G and t ∈ [0, 1]. Then, by (F3), we can pick

open sets

∪t∈[0,1]ψtG ◦ u′′1(K̃G) ⊂ ṼG ⋐ Ṽ ′
G ⋐WG \ (u′′1(D \G) ∪ u2(D \G)).

Denote by H̃G a (ṼG, Ṽ ′
G)-cutoff of HG, and by ψ̃tG, t ∈ [0, 1] the Hamiltonian flow of H̃G.

Then we get that ψ̃1
G ◦ u′′1 = u2 on G for every face G of Γ, and that for any two different

faces G1, G2 of Γ we have ψ̃1
G1

◦ u′′1 = u′′1 and ψ̃1
G1

◦ u2 = u2 on G2. Moreover, for any face

G of Γ, the support of ψ̃tG, t ∈ [0, 1] lies inside WG.

Now, partition the set of all faces of Γ into four sets F00,F01,F10,F11, according to the

parity. More precisely, for each i, j ∈ {0, 1}, we denote by Fij the set of faces G of Γ such

that for some k, l ∈ Z with k ≡ i, l ≡ j(mod 2), we have G ⊂ [kδ, (k + 1)δ] × [lδ, (l + 1)δ].

According to our choice of η (which enters the definition of the neighbourhoodsWG) at the

beginning of the proof, for any i, j ∈ {0, 1} and any two faces in G1, G2 ∈ Fij , we have

WG1
∩WG2

= ∅. For each i, j ∈ {0, 1} denote by Ψt
ij, t ∈ [0, 1] a (reparametrised) concatena-

tion of all the flows ψ̃G, where G ∈ Fij. Further, denote by Ψt
F , t ∈ [0, 1] a (reparametrised)

concatenation of the flows Ψ00,Ψ01,Ψ10,Ψ11. We have Ψ1
F ◦ u′′1 = u2 on D. Moreover, for

any t ∈ [0, 1], any face G of Γ, and any i, j ∈ {0, 1} we have Ψt
ij(WG) ⊂W ′

G, and hence for

any t ∈ [0, 1] and any face G of Γ we have Ψt
F (WG) ⊂W

(4)
G .
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Summarising the three steps above, we have constructed Hamiltonian flows ΨV , ΨA, ΨE

and ΨF , compactly supported in W , and smooth symplectic discs u′1, u
′′
1 : D(1 + µ) → W ,

such that u′1 = Ψ1
V ◦ u1 on D(1 + µ), u′′1 = Ψ1

E ◦ Ψ1
A ◦ u′1 on D(1 + µ), and u2 = Ψ1

F ◦
u′′1 on D. Moreover, for any t ∈ [0, 1] and any face G of Γ, we have Ψt

V(WG) = WG,

Ψt
A(WG) ⊂W ′

G, Ψ
t
E(WG) ⊂W ′

G and Ψt
F (WG) ⊂W

(4)
G . Hence, if we denote by ϕt, t ∈ [0, 1],

a (reparametrised) concatenation of the flows ΨF , ΨE , ΨA and ΨV , then the flow ϕ is

supported in ∪GWG ⊂ W and we have u2 = ϕ1 ◦ u1. Moreover, for any t ∈ [0, 1] and any

face G of Γ we have ϕt(WG) ⊂W
(6)
G . Since the parameters δ and η, chosen at the beginning

of the proof, are small enough, we conclude that sizeϕ < ǫ.

Proof of theorem 2. The theorem immediately follows from lemma A.1 and proposition 2.8.

Proofs of claims 2.4 and 2.6. Let us present the proof of claim 2.6 (the proof of claim 2.4 is

similar). Since W a(ǫm) is convex, and d(ia, iakm,lm) <
√
2ǫm, the linear homotopy between

ia and iakm,lm lies in W a(ǫm), and has size less than
√
2ǫm. Hence by theorem 2, there exists

a smooth Hamiltonian isotopy supported in W a(ǫm) of size less than 2
√
2ǫm < 3ǫm, that

sends iakm,lm to ia. Denote by ψ′
m its time-1 map.

Proofs of claims 2.5 and 2.7. Let us present the proof of claim 2.7 (the proof of claim 2.5 is

similar). Consider a smooth embedding τ :Wkm(δm) → Cn given by τ(z1, z2, z
′) = (z1, z2−

fkm(z1/a), z
′) (here z′ = (z3, . . . , zn)). Then d(Id , τ) < ǫm. In addition, by claim 2.4 we have

d(Id , ψ′
m) < 3ǫm. The domain τ(Wkm(δm)) is an euclidean polydisc, and hence is convex.

Look at the discs τ ◦ ikm , τ ◦ (ψ′
m)

−1 ◦ ikm+1
. We have τ ◦ ikm(D), τ ◦ (ψ′

m)
−1 ◦ ikm+1

(D) ⊂
τ(Wkm(δm)). Moreover,

d(τ ◦ ikm , τ ◦ (ψ′
m)

−1 ◦ ikm+1
) < 2ǫm + d(ikm , (ψ

′
m)

−1 ◦ ikm+1
) < 5ǫm + d(ikm , ikm+1

) < 7ǫm.

Having in mind that τ(Wkm(δm)) is convex, this implies that the linear homotopy between

τ ◦ ikm , τ ◦ (ψ′
m)

−1 ◦ ikm+1
lies inside τ(Wkm(δ)), and has size less than 7ǫm. Therefore, in

view of d(Id , ψ′
m◦τ−1) < d(Id , ψ′

m)+d(Id , τ) < 3ǫm+ǫm = 4ǫm, applying the map ψ′
m◦τ−1,

we conclude that there exists a homotopy between ψ′
m ◦ ikm and ikm+1

inside ψ′
m(Wkm(δm)),

of size less than 7ǫm + 2 · 4ǫm = 15ǫm. And finally, by theorem 2, there exists a smooth

Hamiltonian isotopy supported inside τ(Wkm(δ)), of size less than 2 · 15ǫm = 30ǫm, whose

time-1 map sends ψ′
m ◦ ikm to ikm+1

. Denote by ψ′′
m the time-1 map of this isotopy.

3 C0-rigidity of codimension 2 symplectic submanifolds

Theorem 3 will follow from a more precise statement involving Hofer-Zehnder capacities.

Before stating it, let us recall the definition of π1-sensitive Hofer-Zehnder capacity [Lu98,

Sch00, GG04, Mac04, Sch06].

Definition. Given an open set U in a symplectic manifold M , an autonomous Hamiltonian

H : U → R+ is admissible if it has compact support and attains its maximum on an open
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subset of U . It is said slow if it has no non-constant periodic orbit of period T 6 1, and

c-slow if it has no non-constant periodic orbit with period T 6 1 which is contractible in M .

The Hofer-Zehnder and π1-sensitive Hofer-Zehnder capacities of U are

cHZ(U) := sup{maxH | H is admissible and slow},
c◦HZ(U,M) := sup{maxH | H is admissible and c-slow}.

Also, for a subset A ⊂M , we use the notation of ed(A,M) for the symplectic displace-

ment energy of A in M .

Theorem 3.1. Let h : M → M ′ be a symplectic homeomorphism that takes a smooth

codimension 2 contractible symplectic submanifold N2n−2 ⊂ M2n to a smooth symplectic

submanifold N ′. Then

(i) Given K ⊂ V ⋐ N , where K is closed and V is relatively open in N , for K ′ = h(K),

V ′ = h(V ), we have

ed(K × S1, V × T ∗S1) 6 ed(K
′, V ′).

(ii) Given U ⊂ V ⋐ N , where U , V are relatively open in N , for U ′ = h(U), h(V ) ⋐

V ′ ⋐ N ′ (where V ′ is a relatively open subset of N ′), and for any r > 0, we have

c◦HZ(U
′, V ′) 6 c◦HZ(U × T ∗

r S
1, V × T ∗

r S
1).

Here S1 ⊂ T ∗S1 is the zero section of the cotangent bundle of the circle, and by T ∗
r S

1 =

{(q, p) ∈ T ∗S1 | |p| < r} we denote the r-tubular neighbourhood of S1 ⊂ T ∗S1.

The π1-sensitive Hofer-Zehnder capacity and the stable displacement energy can be

estimated by several means. Theorem 3.1 allows therefore various more intrinsic rigidity

statements (among which theorem 3), and we provide some examples in section 3.2.

3.1 Proof of theorem 3.1

Let h : M → M ′ be a symplectic homeomorphism that takes N to N ′, where N,N ′ are

codimension 2 contractible symplectic submanifolds.

Proof of (i): We consider K ⋐ V ⋐ N and denote by K ′ := h(K) and V ′ := h(V ) their

images. By the symplectic neighbourhood theorem, since N and N ′ are contractible, and

V ⋐ N , V ′ ⋐ N ′, we can slightly reduce N and N ′ if necessary, so that V and V ′ are still

compactly contained in N,N ′, and some neighbourhoods V,V ′ of N,N ′ can be presented

as symplectic products V ≃ N ×D(r), V ′ ≃ N ′ ×D(r′). Considering smaller r if necessary,

and restricting h to V, we can therefore assume that

h : N ×D(r) → N ′ ×D(r′), h(N × {0}) ⊂ N ′ × {0}.

We need to show that

ed(K
′, V ′) > ed(K × S1, V × T ∗S1).
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This inequality is not trivial only whenK ′ is dispaceable in V ′, which we assume henceforth.

Fix ε > 0 and let H ′
1 : V ′ × [0, 1] → R be a smooth, compactly supported function, whose

Hamiltonian flow displaces K ′ (i.e. Φ1
H′

1

(K ′) ∩K ′ = ∅), with energy

e :=

∫ 1

0
oscH ′

1(·, t)dt < ed(K
′, V ′) + ε.

Let χ : [0, r′] → [0, 1] be a smooth function which equals 1 near 0, and vanishes identically

for t > r′′, where r′′ < r′. If r′′ is small enough, the function

H ′
2 : V ′ ×D(r′)× [0, 1] −→ R

(x, z, t) 7−→ χ(|z|)H ′
1(x, t)

has compact support in h(V ×D(r)), same energy as H ′
1, and its flow preserves V ′×{0} and

induces the same flow as H ′
1 on it. The flow of H ′

2 therefore displaces K ′ = h(K), and by

continuity, it also displaces h(K ×Sδ) for 0 < δ ≪ 1 (here S(δ) = {z ∈ C | |z| = δ}). More-

over, since the flow of H ′
2 preserves V

′×{0}, the set
⋃

t∈[0,1]

ΦtH′

2
(K×Sδ) lies in a compact set

of V ′ × (D(r′)\{0}), hence in some subset of V ′ ×D(r′) of the form {|z| > δ′}. Considering
a further cut-off H ′

3(x, z, t) := H ′
2(x, z, t)ρ(|z|) where ρ(t) vanishes near 0 and equals 1 for

t > δ′, we therefore get a Hamiltonian, with still the same energy e, with compact support

in h(V ×D(r))\(V ′ × {0}) = h(V × (D(r)\{0})), whose flow displaces h(K × Sδ) (because

it coincides with the flow of H ′
2 on this set).

Let hk : V ×D(r) → N ′×D(r′) be symplectic embeddings which C0-converge to h (recall

that we have already shrinked N and r, so we can assume without loss of generality that hk
is defined on the whole of V ×D(r)). For k large enough, Supp (H ′

3) ⊂ Imhk (see the proof

of proposition 1.5), so the function defined by Hk := H ′
3 ◦hk whenever defined, and Hk ≡ 0

elsewhere is smooth. Moreover, since H ′
3 has compact support in h

(
V × (D(r)\{0})

)
and

(h−1
k ) C0-converges to h−1, Hk has compact support in V ×

(
D(r)\{0}

)
for k large enough.

It obviously still has energy e. Finally, since the flow of H ′
3 displaces h(K × Sδ), it also

displaces hk(K × Sδ) - and so the flow of Hk displaces K × Sδ - for k large enough. We

conclude that ed
(
K × Sδ, V × (D(r)\{0})

)
6 e < ed(K

′, V ′) + ε. Since D(r)\{0} can be

embedded into T ∗S1 in such a way that S(δ) is mapped to the zero-section, this finishes

the proof. �

Proof of (ii): As in the proof of (i), since N,N ′ are contractible, we can reduce slightly

N and apply the symplectic neighbourhood theorem, so that we can assume without loss

of generality that h : N ×D(r) → V ′ ⊂ N ′ ×D(r′), where V ′ ⊃ N ′ ×{0} and h(N ×{0}) ⊂
N ′ × {0}. We consider U ⊂ V ⋐ N , U ′ = h(U), V ′ an open set in N ′ with h(V ) ⋐ V ′. We

need to show that for all positive r,

c◦HZ(U
′, V ′) 6 c◦HZ(U × T ∗

r S
1, V × T ∗

r S
1).

Since the function r 7→ c◦HZ(U × T ∗
r S

1, V × T ∗
r S

1) is easily seen to be non-decreasing, we

may assume, without loss of generality, that r > 0 is very small.
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Choose any ǫ > 0 and pick a time-independent Hamiltonian H ′ : U ′ → R, which

is admissible, whose flow has no non-constant periodic orbit of period T 6 1 which are

contractible in V ′, and such that maxH ′ > c◦HZ(U
′, V ′)− ǫ. Denote K ′ := Supp (H ′) ⋐ U ′

the support of H ′. Since h(V ) ⋐ V ′, we can find small δ > 0, such that h(V × D(δ)) ⋐

V ′ ×D(r′). Then, we can find some small δ′ > 0 such that h−1(K ′ ×D(δ′)) ⋐ U ×D(δ).

Since h(N × {0}) ⊂ N ′ × {0}, for any given 0 < δ′1 < δ′2 6 δ′, we can find 0 < δ1 < δ2 6 δ

such that h−1(K ′ × A(δ′1, δ
′
2)) ⋐ U × A(δ1, δ2). Choose a smooth compactly supported

radial function χ : A(δ′1, δ
′
2) → [0, 1], which equals 1 on some open subset of A(δ′1, δ

′
2). The

function
H̃ ′ : U ′ ×A(δ′1, δ

′
2) −→ R

(y, z) 7−→ H ′(y)χ(z).

is then an admissible function on U ′ ×A(δ′1, δ
′
2), and it has no non-constant periodic orbits

of period T 6 1 which are contractible in V ′×A(δ′1, δ′2). Let hk : N×D(r) →֒ N ′×D(r′) be

symplectic embeddings which C0-converge to h. For large k, we have h−1
k (K ′ ×A(δ′1, δ

′
2)) ⋐

U × A(δ1, δ2) and hk(V × A(δ′1, δ
′
2)) ⋐ V ′ × A(0, r′). Now choose sufficiently large k,

and define a Hamiltonian function H̃k : U × A(δ1, δ2) → R by H̃k(x) = H̃ ′(hk(x)) for

x ∈ h−1
k (K ′ × A(δ′1, δ

′
2)), and H̃k(x) = 0 otherwise. Then H̃k is an admissible function

on U × A(δ1, δ2). We claim that H̃k has no non-constant periodic orbits of period T 6 1

which are contractible in V × A(δ1, δ2). Indeed, since hk(V × A(δ′1, δ
′
2)) ⋐ V ′ × A(0, r′), a

non-constant periodic orbit for H̃k contractible in V ×A(δ1, δ2) would give a non-constant

periodic orbit of H̃ ′ contractible in V ′ ×A(0, r′), hence in V ′ ×A(δ′1, δ
′
2). We conclude that

c◦HZ(U
′, V ′) − ǫ 6 maxH ′ = max H̃k 6 c◦HZ(U × A(δ1, δ2), V × A(δ1, δ2)). Now, A(δ1, δ2) is

symplectomorphic to T ∗
ρS

1, where ρ = π(δ22 − δ21)/2 < πr2/2 < r. Thus,

c◦HZ(U
′, V ′)− ǫ 6 c◦HZ(U × T ∗

ρS
1, V × T ∗

ρS
1) 6 c◦HZ(U × T ∗

r S
1, V × T ∗

r S
1).

Since this holds for every ǫ > 0, this finishes the proof. �

Remark 3.2. The proof of the point (i) above shows that if h sends a smooth symplectic

submanifold N of dimension 2(n− r) to a smooth submanifold N ′, and if K ⊂ V ⋐ N , then

for any ǫ > 0 we have

ed
(
K × S2r−1

δ , V × (Cr\{0})
)
< ed(h(K), h(V )) + ǫ,

when δ > 0 is small enough (here S2r−1
δ = {x ∈ R2r | |x| = δ} is the sphere of radius δ). On

the other hand, theorem 1 implies that ed(h(K), h(V )) can be made arbitrarily small (for a

suitable choice of h), when the codimension 2r > 4. We therefore see that

lim
δ→0

ed
(
K × S2r−1

δ , V × (Cr\{0})
)
= 0, ∀r > 2 (3.1.1)

which contrasts with the situation when r = 1. The equality (3.1.1) can be also proved by a

more direct alternative argument, which we do not provide here.
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3.2 Rigidity with respect to more capacities, proof of theorem 3.

The C0-rigidity described by theorem 3.1 might look unclear at first sight. For instance,

statement (i) tells that provided K ⊂ N is not too small (for instance a symplectic ball of

size 1), the displacement energy of h(K) is bounded from below. But it might either be

because h(K) is large, or because it lies in N ′ in such an intricate position that it is hard

to displace. However, the displacement energy, as well as the π1-sensitive Hofer-Zehnder

capacity, can be estimated by several means, and we get from theorem 3.1 different possible

versions of rigidity statements. We now illustrate some of them, with particular attention

to intrinsic ones. We prove in particular theorem 3 (see corollary 3.3 (iii) below). We first

need to introduce some definitions or notations.

A symplectic embedding U ⊂ Cn
f→֒ M2n will be said undistorted if ed(f(U),M) 6

ed(U,C
n). We will say that U ⊂ N is well-embedded if it is the image of an undistorted

embedding of an open set in Cn.

Example. If f : B(a) →֒ M extends to a symplectic embedding of B(2a) then f is an

undistorted embedding. On the other hand, it is not clear, except in dimension 4 by [McD91],

that a ball B(a), even contained in a larger ball B(Ka) ⊂ M , K ≫ 1 is always well-

embedded. In particular, for n > 3 it is not known whether all symplectic embeddings of

B2n(ε) into B2n(1) can be extended to symplectic embeddings of B2n(2ε), even if ε≪ 1.

Recall also that a symplectic manifold with boundary M is said to be ω-convex (in the

sense of [EG91]) if there is a Liouville vector field defined near ∂M which points outwards at

the boundary. The boundary then satisfies the so-called contact-type condition, and, what

is important for us, M can be endowed with compatible almost-complex structures which

make M pseudo-convex: no holomorphic curves with boundary in some compact subset of

M can approach ∂M .

We finally introduce the following Lagrangian capacity. Recall that for a closed La-

grangian L in a symplectic manifold M , the Liouville class of L is λ(L,M) := inf Spec (L)∩
R∗
+. We define

cLag(U,M) := sup{λ(L,M), L ⊂ U},

and denote cLag(U) := cLag(U,U).

Corollary 3.3. Let h : M → M ′ be a symplectic homeomorphism that takes a smooth

contractible symplectic hypersurface N2n−2 ⊂M2n to a smooth symplectic hypersurface N ′,

and let U ⋐ N be an open set of N . Then,

(i) If N ′ is ω-convex, c◦HZ(h(U), N ′) 6 4ed(U,N) [Sch06]. (recall that c◦HZ denotes the

π1-sensitive Hofer-Zehnder capacity, defined in the introduction). If U is moreover

well-embedded, cHZ(h(U)) 6 4ed(U).

(ii) cLag(h(U), N ′) 6 ed(U,N) [Che98]. When U is well-embedded and V ′ ⊂ h(U) is ω-

convex, cLag(V
′) 6 ed(U).
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(iii) If W ⊂ N is symplectomorphic to the standard ball B(a) ⊂ Cn−1 of capacity a, and if

h(W ) ⊂ N ′ can be symplectically embedded into the cylinder D(A)×Cn−2, then a 6 A

(theorem 3).

Proof: (i) We invoke here a result by Schlenk [Sch06]. Provided that N is tame (this is the

case when N is ω-convex), we have c◦HZ(U,N) 6 4ed(U×S1, N×T ∗S1). In view of theorem

3.1 (applied to the inverse h−1 : N ′ → N), we get the desired inequality

c◦HZ(h(U), N ′) 6 4ed(U,N).

Now cHZ(h(U)) 6 c◦HZ(h(U), N ′) by definition, while for well-embedded U , the right hand

side is bounded by 4ed(U). We therefore get cHZ(h(U)) 6 4ed(U).

(ii) Denote e := ed(h(U)×S1, N ′×T ∗S1), and consider a Hamiltonian {Ht} with compact

support in N ′×T ∗S1 with energy e+ε and which displaces h(U)×S1. Then {Ht} displaces

L × S1 for any Lagrangian L ⊂ h(U). Chekanov’s theorem, applied to the Lagrangian

L × S1, implies that λ(L × S1, N ′ × T ∗S1) 6 e + ε [Che98]. Now notice that a disc u :

D → N ′×T ∗S1 with boundary on L×S1 splits as u = (u1, u2) with u1 : (D, ∂D) → (N ′, L)

and u2 : D → T ∗S1. Since T ∗S1 is an exact symplectic manifold, the disc Aω0
(u2) has

zero area, so Aω⊕ω0
(u) = Aω(u1) and we conclude that λ(L × S1, N ′ × T ∗S1) = λ(L,N ′).

We therefore get λ(L,N ′) 6 e + ε, for all Lagrangian L ⊂ U and all ε. This exactly

means that cLag(U,N
′) 6 ed(h(U)×S1, N ′×T ∗S1). By theorem 3.1 (applied to the inverse

h−1 : N ′ → N), ed(h(U)× S1, N ′ × T ∗S1) 6 ed(U,N), so we get the announced inequality

cLag(h(U), N ′) 6 ed(U,N).

When U is well-embedded, the right-hand side of the inequality is bounded by ed(U).

Moreover, Chekanov’s result provides a holomorphic disc of area e + ε, with boundary in

L, for any tame almost complex structure on N ′. When V ′ ⊂ h(U) is ω-convex, there

are such almost complex structures that make V ′ a pseudoconvex domain, so the discs

with boundary inside V ′ do not escape from V ′. Therefore, the proof above shows that

cLag(V
′, V ′) = cLag(V

′) 6 ed(U).

(iii) Let i : B(a) →֒ N be a symplectic embedding such that W = i(B(a)). Take ǫ > 0,

and define U = i(B(a − ǫ)) ⋐ N , V = i(B(a − ǫ/3)) ⋐ N , U ′ = h(U) ⋐ N ′ and V ′ =

h(i(B(a − 2ǫ/3))) ⋐ N ′. Take any r > 0. Applying theorem 3.1 (ii) to h−1, we conclude

that c◦HZ(U, V ) 6 c◦HZ(U
′ × T ∗

r S
1, V ′ × T ∗

r S
1). Since U , U ′ × T ∗

r S
1 are deformation retracts

of V , V ′ × T ∗
r S

1 respectively, we have in fact

c◦HZ(U) 6 c◦HZ(U
′ × T ∗

r S
1).

Now, on one hand, c◦HZ(U) = a − ε, because U = i(B(a)). On the other hand, since U ′ ⋐

h(W ) and h(W ) can be symplectically embedded intoD(A)×Cn−2 by assumption, U ′×T ∗
r S

1

can be symplectically embedded into D(A)×D(mA)n−2×T ∗
r S

1, which embeds in turn into

X := D(A)× (S2
mA)

n−2×T2
r (here S

2
A is the 2-sphere of area A, S2

mA is the 2-sphere of area

mA, and T2
r is the 2-torus of area r). Finally, X embeds into Y := S2

3A × (S2
mA)

n−2 × T2
r

as a dispaceable subset whose displacement energy is at most A. By [Ush10], we therefore
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get that c◦HZ(X,Y ) 6 ed(X,Y ) 6 A. But again, a loop of X which is contractible in Y is

obviously contactible in X, so c◦HZ(X,Y ) = c◦HZ(X). Finally,

a− ε = c◦HZ(U) 6 c◦HZ(U
′ × T ∗

r S
1) 6 c◦HZ(X) = c◦HZ(X,Y ) 6 A.

Since this holds for any ǫ > 0, we get a 6 A. �

4 C0-rigidity of the reduction of a hypersurface

4.1 Reduction of a hypersurface

We first define the symplectic structure transverse to the characteristic foliation, also called

the reduction of the hypersurface. It is a rather classical notion, but let us give a precise

definition which we will use here. Our definition will be more suitable for the C0 symplectic

geometry, however, as we will see soon, it is equivalent to a classical one.

Definition 8. Let Σ be a hypersurface.

1. We say that an open topological submanifold 2 U2n−2 ⊂ Σ is (topologically) transverse

to the characteristic foliation of Σ if U has a neighbourhood V ⊂ Σ such that U

intersects exactly once each characteristics of V .

2. Let U,U ′ ⊂ Σ be (2n − 2)-dimensional topological submanifolds U,U ′ ⊂ Σ, that are

transverse to the characteristic foliation of Σ. We say that U and U ′ are equivalent

(denoting U ∼ U ′) if there exists a (continuous) homotopy F : W × [0, 1] → Σ, t ∈
[0, 1], of an open topological manifold W 2n−2, such that F|W×{0} is a homeomorphism

onto U , F|W×{1} is a homeomorphism onto U ′, and such that for each x ∈ W , the

trajectory t 7→ F (x, t) goes along a characteristic of Σ.

3. The reduction of a smooth hypersurface Σ, denoted by Red (Σ), is defined as the set

of open topological submanifolds U2n−2 ⊂ Σ which are transverse to the characteristic

foliation of Σ, considered modulo the above equivalence relation.

Now let us address several points:

• On a topological submanifold U ⊂ Σ which is transverse to the characteristic foliation,

we have a natural structure of a smooth symplectic manifold. Indeed, let V be a

neighbourhood of U in Σ such that U intersects exactly once each characteristics of

V , as in definition 8. Then any point z ∈ U has a neighbourhood U1 ⊂ U such that U1

lies inside a (smooth) flow-box Φ : W1 × (0, 1) → Σ, where ImΦ ⊂ V . Then the map

ϕ := π ◦Φ−1 : U1 →W1 is injective and hence, by the Invariance of Domain theorem,

2Recall that a topological submanifold of a topological manifold X is a subset Y ⊂ X, such that there

exists a topological manifold Z and a map i : Z → X which is a homeomorphism onto the image i(Z) = Y .
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is a homeomorphism onto the open image ϕ(U1) ⊂ W1 (here π : W1 × (0, 1) → W1 is

the natural projection). The map ϕ induces natural smooth and symplectic structures

on U1.

• If two topological submanifolds U,U ′ ⊂ Σ are equivalent (U ∼ U ′), then they are

symplectomorphic via a homotopy F : W × [0, 1] → Σ, as in definition 8. Let us

describe explicitly the symplectomorphism between U and U ′. By continuity of F

and since U is topologically transverse to the characteristic foliation of Σ, for any

point z ∈ W and any t ∈ [0, 1] there exists a neighbourhood W1 ⋐ W of z such that

the closure of the image F (W1×{t}) lies inside a (smooth) flow-box Φ :W2× (0, 1) →
Σ, and moreover the map ϕt := π ◦ Φ−1 ◦ F : W1 × {t} → W2 is injective (here

π :W1 × (0, 1) →W1 is the natural projection, as before). Then, by the Invariance of

Domain theorem, ϕt is a homeomorphism onto the open image W3 := ϕt(W1) ⊂ W2.

This induces a symplectic structure on W1 × {t}. Moreover, since W1 ⋐ W and

F (W1×{t}) ⋐ Φ(W2×(0, 1)), it follows that we also have F (W1×{t′}) ⋐ Φ(W2×(0, 1))

as well and moreover ϕt′(z, t
′) = ϕt(z, t) for every z ∈ W1, whenever t

′ ∈ [0, 1] is

sufficiently close to t (here ϕt′ = π ◦ Φ−1 ◦ F : W1 × {t′} → W2). Hence the induced

symplectic structures on W1 × {t} and on W1 × {t′} coincide, when t′ is sufficiently

close to t.

• Let h : Σ → Σ′ be a homeomorphism between hypersurfaces, that preserves the

characteristic foliation. Then h defines a natural map ĥ : Red (Σ) → Red (Σ′) by

ĥ([U ]) := [h(U)] ⊂ Σ′. Clearly, the definition does not depend on the representative

U of [U ]. Recall that by a theorem of Opshtein [Ops09], if h :M →M ′ is a symplectic

homeomorphism and if h maps a smooth hypersurface Σ onto a smooth hypersurface

Σ′, then the restriction h|Σ : Σ → Σ′ preserves the characteristic foliation, and hence

we get a natural induced map ĥ : Red (Σ) → Red (Σ′).

The next proposition will be useful in the sequel. It implies, in particular, that any element

of the reduction of a hypersurface admits a globally smooth representative.

Proposition 4.1. Let U2n−2 ⊂ Σ be a topological submanifold transverse to the characteris-

tic foliation of Σ. There exists a (smooth) flow-box Φ : W×(−1, 1) → Σ of the characteristic

foliation such that :

1. U ⊂ ImΦ,

2. Φ−1(U) = {(z, g(z)) | z ∈W} for some continuous function g :W → (−1, 1).

Proof: Let V ⊂ Σ be a neighbourhood of U in Σ such that U intersects exactly once each

characteristic of V . After shrinking V , if necessary, we may further assume that V does not

contain closed characteristics. Fix a vector field ~R tangent to the characteristic distribution

in V . Around each x ∈ U , there exists an open neighbourhood Vx ⊂ V of x and adapted

coordinates Φx : Vx ⊂ V → B(εx)z × (−δx, δx)t where Φx is a diffeomorphism such that

ϕx(0) = x and ∂Φx/∂t = ~R◦Φx. For each x ∈ U and y ∈ Vx, denote by πx(y) the z-coordinate
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of Φx(y). Then for each x ∈ U , the map πx : U ∩ Vx → B(εx) is continuous and bijective

by assumption, hence it is a homeomorphism by the Invariance of Domain theorem. After

shrinking each Vx if necessary (via decreasing εx), we can assume that

• For each x ∈ U , and each y ∈ U ∩ Vx we have Φx(y) =
(
πx(y), gx(πx(y))

)
, where

gx : B(εx) → (−δx/2, δx/2) is a continuous function.

• For some sequence of points x1, x2, . . . ∈ U , the union ∪∞
i=1Vxi is a locally finite

covering of U .

Call Φi := Φxi, Vi := Vxi , εi := εxi , δi := δxi , πi := πxi , and gi := gxi . The vector

field ~R gives the Vi the structure on an affine bundle, and the change of coordinates can be

written:
Φij := Φj ◦Φ−1

i : Φi(Vi ∩ Vj) −→ Φj(Vi ∩ Vj)
(z, t) 7−→ (ϕij(z), t+ χij(z)),

where ϕij is a smooth diffeomorphism and χij is smooth. Note that χij can be expressed

in terms of the gi, gj : since for x ∈ U ,

Φj(x) =
(
πj(x), gj(πj(x))

)

= Φij
(
πi(x), gi(πi(x))

)
= (ϕij(πi(x)), gi(πi(x)) + χij(πi(x))),

we have ϕij = πj ◦π−1
i and χij(πi(x)) = gj(πj(x))− gi(πi(x)). The topological submanifold

U inherits a smooth structure from the family of homeomorphisms πi : Ui → B(εi), where

Ui := U ∩ Vi. By W we denote the corresponding smooth manifold (W = U as a set).

Choose a smooth partition of unity ρi : U → [0, 1], i = 1, 2, . . . on W with Suppρi ⊂ Ui.

Now, for each i, denote δ′i :=
1
2 minVj∩Vi 6=∅ δj and pick smooth functions g−i , g

+
i : B(εi) →

(−δi, δi) such that

gi − δ′i < g−i < gi < g+i < gi + δ′i

on B(ǫi). Define for each i the functions G−
i , G

+
i : B(εi) → (−δi, δi) by

G−
i (z) =

∑

j

ρj(π
−1
i (z))

(
g−j (ϕij(z)) + χji(ϕij(z))

)
,

G+
i (z) =

∑

j

ρj(π
−1
i (z))

(
g+j (ϕij(z)) + χji(ϕij(z))

)
.

Note that these sums are in fact finite, and that although ϕij(z) is not defined when

π−1
i (z) /∈ Ui ∩ Uj , the sum itself is indeed well-defined because the term ρj(π

−1
i (z)) van-

ishes in this case. This family of functions is equivariant in the sense that Φik(z,G
−
i (z)) =

(ϕik(z), G
−
k (ϕik(z))) and Φik(z,G

+
i (z)) = (ϕik(z), G

+
k (ϕik(z))) for each z ∈ Ui∩Uk (because

χjk ◦ ϕij = χji ◦ ϕij + χik). Because of that property, the map

Φ : W × (−1, 1) −→ Σ

(z, t) 7−→ Φ−1
i (z, ((1 − t)G−

i (z) + (1 + t)G+
i (z))/2) if (z, t) ∈ Ui × (−1, 1)

is a well defined smooth embedding. The map Φ is the desired flow-box. �
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4.2 Proof of theorem 4

Let h ∈ Sympeo (M,M ′) take a smooth hypersurface Σ to a smooth hypersurface Σ′. Let

e ≃ (B(a), ωst) ∈ Red (Σ), and fix a smooth representative U ⊂ Σ of e. Then h(U)

is a topological submanifold which is transverse to the characteristic foliation, that rep-

resents e′ := ĥ(e) ∈ Red (Σ′). Take ǫ > 0 small enough, and denote by Uǫ ⋐ U the

representative of B(a − ǫ) ⊂ B(a). By proposition 4.1, h(U) is a continuous section

of a smooth flowbox. Then, by lemma 4.3 below, there exists a symplectic homeomor-

phism f of M ′ which fixes Σ′, such that f ◦ h(Uǫ) is a smooth symplectic submanifold

of Σ′, such that f|h(Uǫ) : h(Uǫ) → f ◦ h(Uǫ) is a symplectomorphism, and such that

[f ◦ h(Uǫ)] = [f(Uǫ)] ∈ Red (Σ′). The symplectic homeomorphism f ◦ h therefore takes

the smooth, codimension 2, symplectic submanifold Uǫ ≃ (B(a − ǫ), ωst) to the smooth

symplectic submanifold f ◦h(Uǫ) ⊂M ′, which symplectically embeds into Z(A). Hence, by

theorem 3 we have A > a− ǫ. Since ǫ > 0 is arbitrarily small, we conclude A > a. �

Remark 4.2. This proof shows that all the C0-rigidity statements that hold for codimension

2 symplectic submanifolds - in particular theorem 3.1 and corollary 3.3 - also hold for the

reduction of a hypersurface.

Lemma 4.3. Let Σ be a hypersurface, let U ⋐ Ũ be open (2n − 2)-dimensional topological

submanifolds of Σ, such that Ũ (and hence U as well) is topologically transverse to the

characteristic foliation of Σ. Then, there exists a symplectic homeomorphism f , compactly

supported inside an arbitrarily small neighbourhood V of the closure of U in M , which pre-

serves Σ, such that f(U) is a smoothly embedded submanifold, and such that the restriction

f|U : U → f(U) is a symplectomorphism.

Proof: Before starting the proof, let us remark, that for the symplectic homeomorphism f

which we will construct, not only f will preserve Σ and the restriction f|U : U → f(U) will

be a symplectomorphism, but also f will preserve each characteristic of Σ.

By proposition 4.1, after shrinking Ũ and V, we can endow V with symplectic coor-

dinates (z, xn, yn), z ∈ W̃ , xn ∈ (−κ, κ), yn ∈ (−δ, δ), where κ > 1, such that Σ ∩ V =

{(z, xn, 0) | (z, xn) ∈ W̃ × (−κ, κ)}, and such that Ũ = {(z, F̃ (z), 0) | z ∈ W̃} is the graph

of a continuous function F̃ : W̃ → (−1, 1). Moreover, for some open W ⋐ W̃ we have

U = {(z, F̃ (z), 0) | z ∈ W}. Choose ǫ > 0 such that F̃ (W ) ⊂ (−1 + ǫ, 1 − ǫ). Using

convolution and cutoff we can find a sequence of smooth functions F̃k : W̃ → (−1+ ǫ, 1− ǫ),
k = 0, 1, 2, . . ., such that F̃0 ≡ 0, such that all F̃k vanish on the complement of a compact

subset of W̃ , such that |F̃k − F̃k−1| < 1/2k on W̃ , and such that F̃k converges to F̃ on

W , when k → ∞. Choose a smooth function u : R → R such that Supp (u) ⊂ (−1, 1)

and u = 1 on [−1 + ǫ, 1 − ǫ]. Moreover, choose a smooth function v : R → R such

that Supp (v) ⊂ (−δ, δ), v(0) = 0 and v′(0) = 1. Define a family of Hamiltonian func-

tions Hkl : M → R, where k, l = 1, 2, . . ., such that Hkl = 0 outside V, and such that

Hkl(z, xn, yn) = (F̃k(z) − F̃k−1(z))u(xn)v(lyn)/l. The Hamiltonian vector field generated
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by Hkl is given by

XHkl
(z, xn, yn) =

(
F̃k(z) − F̃k−1(z)

)
u(xn)v

′(lyn)
∂

∂xn
−
(
F̃k(z)− F̃k−1(z)

)
u′(xn)

v(lyn)

l

∂

∂yn

+u(xn)
v(lyn)

l
XF̃k−F̃k−1

,

where XF̃k−F̃k−1
is the Hamiltonian vector field on W̃ generated by the function F̃k− F̃k−1.

Note that ΦtHkl
has compact support in W̃ × (−1, 1) × (−δ/l, δ/l), preserves Σ, and that

ΦtHkl
(z, F̃k(z), 0) = (z, F̃k+1(z), 0) ∀z ∈ W̃ .

Note also that for a fixed k, there exists l0k such that for l > l0k, the C0 norm of XHkl
is

bounded from above by c/2k, so the C0 distance from the time-1 map Φ1
Hkl

to the identity

is bounded by C/2k. Choose finally lk ≥ l0k inductively, so that ϕk := Φ1
Hklk

has support in

ϕk−1 ◦ · · · ◦ ϕ1(W̃ × (−1, 1) × (−1/k, 1/k)) ⊃ Σ, and define ψk := ϕk ◦ · · · ◦ ϕ1. Then, (ψk)

C0-converges to a map ψ which is the identity outside W̃ × (−1, 1) × (−ε, ε), fixes Σ, and

verifies ψ(z, 0, 0) = (z, F̃ (z), 0) on W . It remains to show that ψ is injective to get that ψ is

a symplectic homeomorphism, and to put f = ψ−1. Observe that for two points p 6= q not

in Σ, we have p, q /∈ {xn ∈ (−1/k, 1/k)} for k large enough, so ψ(p) = ψk(p) 6= ψk(q) = ψ(q).

Similarly, if p /∈ Σ, and q ∈ Σ, we have ψ(p) = ψk(p) /∈ Σ and ψ(q) ∈ Σ, so ψ(p) 6= ψ(q).

Also, since Hkl ≡ 0 on Σ, the ψk preserve each characteristic of Σ, so this still holds for

ψ. Therefore, if p and q belong to different characteristics (in coordinates, this means

z(p) 6= z(q)), we have ψ(p) 6= ψ(q). Finally, we have to prove that when restricted to each

characteristics, ψ is injective. Putting τk(z) := F̃k(z) − F̃k−1(z), we can write

XHkl
(z, xn, 0) = τk(z)u(xn)

∂

∂xn
.

Thus fixing z, we have

ψ(z, xn, 0) = limψk(z, xn, 0)

= limΦ1
τk(z)u(xn)

∂
∂xn

◦ · · · ◦ Φ1
τ1(z)u(xn)

∂
∂xn

(z, xn, 0)

= limΦ
τk(z)

u(xn)
∂

∂xn

◦ · · · ◦ Φτ1(z)
u(xn)

∂
∂xn

(z, xn, 0)

= limΦ
τk(z)+···+τ1(z)

u(xn)
∂

∂xn

(z, xn, 0)

= Φ
∑
τi(z)

u(xn)
∂

∂xn

(z, xn, 0).

The third equality above holds because z is constant along the vector fields τk(z)u(xn)
∂
∂xn

.

Since the series
∑
τk(z) converges, we see that the restriction of ψ to each characteristic

is the value of the flow of the time-independent vector field u(xn)
∂
∂xn

for some finite time.

The restrictions of ψ to the characteristics of Σ are therefore injective, which conclude our

proof. �

This lemma has another noteworthy corollary:

31



Corollary 4.4. There exists a symplectic homeomorphism h with support in an arbitrary

neighbourhood of D := Dn−1 × {0} ⊂ Cn such that h(D) is a smooth, non-symplectic,

submanifold.

Proof: Consider a neighbourhood V of D in Cn, and let Σ := V ∩ (Dn−1 × R) ⊂ Cn.

Choose a compactly supported continuous function f : Dn−1 → R with smooth graph, in-

finite partial derivatives at some points, but C0-small enough so that its graph lies in Σ.

By lemma 4.3, there exists a symplectic homeomorphism h with support in V, such that

f(D) = Graph (f) ⊂ Σ. Now at each point where f has infinite derivative, Graph (f) is

tangent to the characteristic direction ∂/∂xn, so is not symplectic. �

5 C0-rigidity of the spectrum of a Lagrangian

This section is devoted to the proof of theorem 5. We begin with a lemma that turns the

problem into a question on the Liouville class of a Lagrangian submanifold in a cotangent.

Recall that for a Lagrangian submanifold L ⊂ (M,ω), we denote by AL
ω : H2(M,L) → R

the area homomorphism (see p. 4).

Lemma 5.1. If h : M → M ′ is a symplectic homeomorphism with h(L) = L′, where L,L′

are two smooth Lagrangians, and if AL
ω 6= h∗AL′

ω′ , then there is a sequence of Lagrangian

embeddings ik : L →֒ T ∗L′ with the following properties:

• ik
C0

−→ ι, where ι is a topological embedding of L whose image is the zero-section in

T ∗L′,

• There is a class [γ] ∈ H1(L) such i
∗
kλcan[γ] 9 0.

Proof: By Weinstein’s neighbourhood theorem, there is a symplectomorphism Φ between

a neighbourhood U of L′ in M ′ and a neighbourhood V of the zero section in T ∗L′ with

Φ(L′) = OL′ (the zero section). If hk : Uk → M ′ is a sequence of symplectic embeddings

which C0-converges to h, then hk(L) ⊂ U for k large enough, so ik := Φ◦hk |L is a Lagrangian

embedding of L into T ∗L′ and the sequnce (ik) C0-converges to ι := Φ ◦ h.
Let (Σ, ∂Σ) → (M,L) be a surface with boundary on L, and let k ∈ N be a large enough

index. The image hk(Σ) ⊂ M ′ is a smooth surface with boundary hk(∂Σ) ⊂ hk(L). The

image hk(∂Σ) is C0-close to h(∂Σ), which is a finite union of continuous curves in L′. We can

therefore find a union of thin annuli Ak ⊂ U with smooth boundaries, connecting hk(∂Σ)

and a smooth perturbation of h(∂Σ) in L′. Then, Σ′
k := hk(Σ)∪Ak is a surface in M ′ with

boundary in L′, which represents [h(Σ)] ∈ H2(M
′, L′). Moreover,

Aω′(Ak) = Aω′(Σ′
k)−Aω′(hk(Σ)) = Aω′(Σ′

k)−Aω(Σ) = [ω′]([h(Σ)]) − [ω]([Σ]).

On the other hand, since Ak ⊂ U , Φ(Ak) provides a finite union of smooth annuli with one

side on Φ◦hk(∂Σ) = ik(∂Σ) and another side on 0L′ . Applying Stokes theorem, we therefore
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finally get that if AL
ω 6= h∗AL′

ω′ , and [Σ] ∈ H2(M,L) is such that [ω] · [Σ] 6= [ω′] · [h(Σ)] then
for large k, ik(∂Σ) verifies:

∫

ik(∂Σ)
λcan = Aω′(Ak) 9 0.

Now put γ := ∂Σ. �

Notice that in the previous lemma, the manifolds L and L′ are homeomorphic, but not

necessarily diffeomorphic. In a view towards theorem 5, we focus now on tori, which might

admit different smooth structures (see e.g. [HS70]).

Proposition 5.2. Let L be a smooth submanifold homeomorphic to a torus Tn, and ik : L→
T ∗Tn be a sequence of Lagrangian embeddings which C0-converge to a topological embedding

ι of L whose image is the zero-section in T ∗Tn. Then, [i∗kλcan] → 0.

Proof: We argue by contradiction. Let ak := [i∗kλcan] ∈ H1(L) and assume that ak 9 0.

After passing to a subsequence if necessary, we can assume that the distance from each ak
to 0 ∈ H1(Tn) is bounded from below. If π : T ∗Tn → Tn denotes the standard projection

onto the base, π ◦ ι : L → Tn is a homeomorphism, which induces a linear isomorphism

(π ◦ ι)∗ in cohomology. Thus, bk := (π ◦ ι)∗ak ∈ H1(L′) also remains at bounded distance

away from 0. Represent now the class bk by a constant 1-form ϑk on Tn. This is a closed

form, whose norm ‖ϑk(q)‖ > ε0 (for any fixed norm on the space of constant 1-forms).

Define also the 1-form ϑ̂k := π∗ϑk on T ∗Tn. We have [i∗kϑ̂k] = [i∗kπ
∗ϑk] = [(π ◦ ik)∗ϑk] = ak

in the cohomology H1(Tn), since the map π ◦ ik : L → Tn is C0-close, hence homotopic, to

ι for large k. The shifted Lagrangian

Lk := ik(L)− ϑk := {(q, p − ϑk), (q, p) ∈ ik(Tn)}

is C0-close to the graph of ϑk, hence disjoint from 0Tn for k large enough. In addition, Lk is

an exact Lagrangian embedding of L into T ∗Tn, because [(ik−ϑk)∗λcan] = [i∗k(λcan− ϑ̂k)] =
ak − ak = 0 (the first equality holds by definition of λcan). However, by Gromov’s theorem

[Gro85], a closed exact Lagrangian submanifold of a cotangent bundle must intersect the

zero section. �

Proof of theorem 5: Let L ⊂M2n be a Lagrangian torus (hence diffeomorphic to a standard

torus Tn), h : M → M ′ be a symplectic homeomorphism such that L′ := h(L) is smooth.

By [LS94], L′ is a Lagrangian submanifold in M ′, homeomorphic to Tn. Assume by contra-

diction that AL
ω 6= h∗AL′

ω′ , and consider h−1 instead of h. By lemma 5.1, we get a sequence

of Lagrangian embeddings ik : L′ →֒ T ∗L = T ∗Tn which C0-converge to a topological em-

bedding ι : L′ →֒ T ∗Tn with ι(L′) = OTn , and such that [i∗kλcan] 9 0. But this contradicts

proposition 5.2. �

We conjecture in fact :
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Conjecture 3. If ik : L →֒ T ∗L′, k = 1, 2, . . . is a sequence of smooth Lagrangian embed-

dings which C0-converges to a topological embedding ι : L →֒ T ∗L′ with ι(L) = 0L′ , then

[i∗kλcan] → 0 in H1(L,R).

6 Relative Eliashberg-Gromov’s theorem for coisotropic and

symplectic submanifolds

6.1 Proof of proposition 6

Let N ⊂ M be a symplectic submanifold of codimension 2, and h : M → M ′ be a sym-

plectic homeomorphism whose restriction to N is a smooth diffeomorphism onto a smooth

submanifold N ′ = h(N). Notice that since N ′ has codimension 2, given a point x ∈ N ′,

TxN
′ is either symplectic or coisotropic. Indeed, (TxN

′)⊥ω has dimension 2, and since 2n−2

is even, kerω′
|TxN ′ is even-dimensional. We therefore conclude that TxN

′ ∩ (TxN
′)⊥ω has

dimension 0 or 2, which correspond to the symplectic or coisotropic case, respectively. By

[HLS15], the set of coisotropic points must have empty interior. Thus N ′ is a disjoint union

of an open dense set N ′
ω which is a symplectic submanifold, and a closed set with empty

interior N ′
0. Call Nω := h−1(N ′

ω) the preimage of the nice part of N ′.

We first look at the restriction of h to the symplectic submanifold Nω. The symplectic

homeomorphism h restricts to a diffeomorphism between symplectic codimension 2 sub-

manifolds. By theorem 3, if B ⊂ Nω is a symplectic ball of size a and h(B) ⊂ N ′
ω can

be embedded into Z(A) := D(A) × Cn−2, then A > a. By the proof given in [HZ94,

Section 2.2, Theorem 3], such a diffeomorphism must satisfy dxf
∗ω′

f(x) = λxωx for all

x ∈ Nω. Arguing as in this proof, we consider F := f × Id : M × C → M ′ × C. This

is still a symplectic homeomorphism, whose restriction to N × C is a diffeomorphism.

Thus on one hand, d(x,z)F
∗(ω′ ⊕ ωst) = Λ(x,z)(ω ⊕ ωst) by the previous analysis, and

d(x,z)F
∗(ω′ ⊕ ωst) = (λxω) ⊕ ωst on the other hand. We conclude therefore that λx = 1,

so df∗ω′ = ω on Nω. But since Nω is dense in N and f is assumed to be smooth, the

differential equality df∗ω′ = ω extends through N ′
0, so f|N is symplectic. �

Remark 6.1. We have worked under the assumption that f|N is a diffeomorphism by con-

venience. Following the proof in [HZ94], the same conclusion can be obtained under the

weaker assumption that f|N is smooth. However, it is not clear whether the smoothness

assumption can be replaced by differentiability only.

6.2 Proof of proposition 7

The proof of the rigidity of coisotropic submanifolds by Humilière-Leclercq-Seyfaddini ap-

peals to the C0-dynamical properties of coisotropic submanifolds. More concretely, the

following uniqueness theorem of Humilière-Leclercq-Seyfaddini plays an important role in

the proof (we have slightly changed the presentation of the statement):
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Theorem’ ([HLS15]). Let C be a connected coisotropic submanifold of M , and let ϕt be a

continuous Hamiltonian flow, generated by a continuous Hamiltonian H. Then the restric-

tion of H to C is a function of time if and only if the flow ϕt locally preserves C and locally

flows along the leaves of its characteristic foliation. The meaning of the second condition

is that for any x ∈ C and t0 there exists ǫ > 0 such that for t0 < t < t0 + ǫ we have

ϕt ◦ (ϕt0)−1(x) ∈ C, and moreover, ϕt ◦ (ϕt0)−1(x) lies in the same leaf of the characteristic

foliation of C, as the point x.

As we prove now, this result implies proposition 7. Let h : M → M ′ be a symplectic

homeomorphism that takes some coisotropic submanifold C to a smooth submanifold C ′,

and such that h|C is a smooth diffeomorphism. By [HLS15] we know that C ′ is coisotropic,

and we aim at proving that h|C is symplectic, i.e. h∗ω′
|C′ = ω|C . We argue by contradiction

and assume that h∗ω′
|C′(h(x)) 6= ω|C(x). Under this assumption, we claim the following:

Claim 6.2. There exists a smooth function F defined on a neighbourhood of x, and a smooth

extension G of h∗F|C′ defined on a neighbourhood of h(x) with the following properties:

(i) F|C is constant along the characteristic leaves. Hence ΦtF preserves C.

(ii) ΦtG preserves C ′, and its action on the reduction of C differs from the action of h∗Φ
t
F .

The path ΦtK := (ΦtG)
−1 ◦h∗ΦtF = (ΦtG)

−1 ◦Φth∗F is then a continuous Hamiltonian path

in the sense of Müller and Oh, generated by the function K = (h∗F − G)(t,ΦtG) [OM07].

Since ΦtG preserves C ′ (locally around h(x)) and G|C′ ≡ h∗F|C′ , K vanishes on C. On the

other hand, ΦtK does not act trivially on the reduction by claim 6.2, which means that there

is y close to x whose trajectory along ΦtK does not remain in a fixed characteristics. But

this is a contradiction with theorem’ [HLS15] cited above. �

Proof of claim 6.2: Considering the symplectic homeomorphism h in local symplectic charts

near x, h(x) adapted to the coisotropic submanifolds C,C ′, we can assume that x = 0 ∈ Cn,

h is defined in a neighbourhood U of 0, h(0) = 0, h(C0 ∩ U) ⊂ C0, where

C0 := {(ym+1, . . . , yn) = 0} ⊂ Cn

(here Cn is endowed with coordinates zi = xi + iyi). Since h preserves C0, [HLS15]

ensures that it also preserves its characteristic foliation, which is tangent to kerω|C0
=

〈∂/∂xm+1 . . . , ∂/∂xn〉. Thus, h|C0
can be written

h|C0
(z1, . . . , zm, xm+1, . . . , xn) = (ĥ(z1, . . . , zm), ϕ(z1, . . . , zm, xm+1, . . . , xn)),

where ĥ : Cm → Cm and ϕ : C0 → Rn−m. Since h is a smooth diffeomorphism on C0, ĥ is

a smooth diffeomorphism on a neighbourhood of 0 in Cm, and the additional assumption

that h∗ω|C0
(0) 6= ω|C0

(0) exactly means that ĥ is not symplectic.

Consider now a smooth function f : Cm → R and define F : Cn → R by F (z1, . . . , zn) =

f(z1, . . . , zm) (thus F automatically verifies (i)). The push-forward h∗F , defined on a
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neighbourhood of 0, is smooth on C0 and its restriction to C0 verifies

h∗F|C0
(z1, . . . , zm, xm+1, . . . , xn) = ĥ∗f(z1, . . . , zm).

Finally, define G on a neighbourhood of 0 in Cn by G(z1, . . . , zn) = ĥ∗f(z1, . . . , zm). Then G

is smooth, extends h∗F|C0
, and its flow obviously preserves C0. All this construction depends

on the choice of the function f only, and it remains to show that for some f , the actions of ΦtG
and h∗ΦtF = Φth∗F on the characteristics of C0 differ. Since G(z1, . . . , zm) = ĥ∗f(z1, . . . , zm),

we have

ΦtG(z1, . . . , zn) = (Φt
ĥ∗f

(z1, . . . , zm), zm+1, . . . , zn). (6.2.1)

Similarly ΦtF (z1, . . . , zn) = (Φtf (z1, . . . , zm), zm+1, . . . , zn), and

h∗Φ
t
F (z1, . . . , zm, xm+1, . . . , xn) = (ĥ∗Φ

t
f (z1, . . . , zm), ϕ(Φ

t
f (z1, . . . , zm), xm+1, . . . , xn)).

(6.2.2)

Since the characteristics of C0 are parametrized by the firstm complex coordinates (z1, . . . , zm),

we see by (6.2.1) and (6.2.2) that the action of G and h∗F on the characteristics differ if and

only if Φt
ĥ∗f

6= ĥ∗Φ
t
f . Since ĥ is not symplectic, the following well-known lemma concludes

the proof. �

Lemma 6.3. A smooth diffeomorphism ψ : M → M ′ is symplectic if and only if ψ∗Φ
t
H =

Φtψ∗H
for all autonomous Hamiltonian H :M → R.

A Main lemmata for theorem 2.1

The appendix is dedicated for the proof of the following three lemmata which were used in

the proofs of theorem 2.1:

Lemma A.1. Let ǫ > 0 be a positive real, m > 6 be an integer, W ⊂ Rm be an open

set, u1, u2 : D → W be disjoint smoothly embedded discs, and assume that there exists a

(continuous) homotopy between u1 and u2 in W , of size less than ǫ (i.e. a continuous map

F : D × [0, 1] → W such that F (z, 0) = u1(z), F (z, 1) = u2(z), for all z ∈ D, and that

sizeF < ǫ). Then there exists a smooth embedded isotopy F̃ between u1 and u2 in W , of

size less than 2ǫ (i.e. a smooth embedding F̃ : D × [0, 1] → W , such that F̃ (z, 0) = u1(z),

F̃ (z, 1) = u2(z), for all z ∈ D, and size F̃ < 2ǫ). Moreover, if m > 6, then the estimate on

the size of the isotopy can be improved to size F̃ < ǫ.

Proof: First, we can slightly perturb our homotopy F between u1 homotopy and u2, to

obtain a smooth homotopy between u1 and u2 in W , of size less than ǫ. Hence without loss

of generality we may assume that the homotopy F is smooth.

In case of m > 6, F can be further perturbed to a smooth embedding, which is an

isotopy between u1 and u2 of size less than ǫ. This shows the case m > 6.

Now consider the case m = 6. Here we can slightly perturb F to obtain a smooth

immersion F : D × [0, 1] → W , having only a finite number of double-points which appear
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at transverse self-intersections, of size less than ǫ, such that the double-points do not lie

on the image of the boundary of D × [0, 1]. Applying one more C0-small perturbation

to F , we may further assume that for any double-point x = F (z1, t1) = F (z2, t2) (here

z1, z2 ∈ D, t1, t2 ∈ (0, 1)), we have z1 6= z2. Fix such a double point. Then there exist

smooth coordinates (z, t, y) in a neighbourhood V of F ({z1} × [0, 1]), where

z ∈ D(δ) = {z ∈ R2 | |z| < δ}, t ∈ (−δ, 1 + δ), y ∈ D(δ)× (−δ, δ) ⊂ R3,

and δ < 1− |z1|, 1 − |z2|, such that

V ∩ F (D × [0, 1]) = F ((D(δ) + z1)× [0, 1]) ∪ F ((D(δ) + z2)× (t2 − δ, t2 + δ)),

and such that in these coordinates we have F (z, t) = (z − z1, t, 0, 0, 0) for (z, t) ∈ (D(δ) +

z1) × [0, 1] and F (z, t) = (0, 0, t1, z − z2, t − t2) for (z, t) ∈ (D(δ) + z2) × (t2 − δ, t2 + δ).

Now pick a smooth function c : [0,∞) → [0, 1] such that c(t) = 1 for small t, and such that

c(t) = 0 for t > 1. Then choose a small enough η > 0, and modify the immersion F on

(D(δ) + z2)× (t2 − δ, t2 + δ) according to:

F (z, t) := (0, 0, t1 + (1 + η − t1)c(|z − z2|/η)c(|t − t2|/η), z − z2, t− t2),

for (z, t) ∈ (D(δ) + z2) × (t2 − δ, t2 + δ). After changing F as described above, for each

double-point of F , we get a smooth embedded isotopy between u1 and u2, of size less than

2ǫ. �

Lemma A.2. Let (M,ω) be a connected symplectic manifold, let r > 0, G = D(r) ⊂ C,

and let v1, v2 : G → M be smoothly embedded symplectic discs, v∗1ω = v∗2ω = ωst. Then

there exists a compactly supported Hamiltonian isotopy of M , whose time-1 map ψ satisfies

ψ ◦ v1 = v2.

Lemma A.3. Let W ⊂ Cn be an open subset, diffeomorphic to a ball, endowed with the

standard symplectic structure ωst.

(a) The absolute case: Let γ : [0, 1] → C be a smooth embedded curve, let z1 = γ(0),

z2 = γ(1), and let G ⊃ γ([0, 1]) be an open neighbourhood, G ⊂ C. Assume that

v1, v2 : G → W are smooth symplectic embeddings, v∗1ωst = v∗2ωst = ωst, such that

v1 and v2 coincide on a neighbourhood of {z1, z2} ⊂ G. Assume moreover that for

a 1-form λ which is a primitive of ωst, i.e. dλ = ωst, we have
∫
v1◦γ

λ =
∫
v2◦γ

λ.

Then there exists a compactly supported Hamiltonian function H : W × [0, 1] → R,

such that on a neighbourhood of {v1(z1), v1(z2)} we have that H(·, t) = 0 for every t,

and such that for the time-1 map ψ of the flow of H, we have that ψ ◦ v1 = v2 on a

neighbourhood of γ([0, 1]).

(b) The proper case: Let now γ : [0, 1] → C be a smooth embedded curve, G be an open

neighbourhood of γ((0, 1)), and v1, v2 : G → W be two smooth symplectic embeddings

which coincide on the intersection of G with a neighbourhood of {γ(0), γ(1)} in C,
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such that moreover the curve (0, 1) → W , s 7→ v1 ◦ γ(s) is properly embedded. We

also assume that the actions of v1 ◦ γ and v2 ◦ γ are equal:

∫ 1−δ

δ
λ( ˙v1 ◦ γ(s))ds =

∫ 1−δ

δ
λ( ˙v2 ◦ γ(s))ds,

for all 0 < δ ≪ 1. Then there exists a compactly supported Hamiltonian H : W ×
[0, 1] → R whose flow verifies ψ1

H ◦ v1 = v2 on a neighbourhood of γ((0, 1)) in C.

Remark A.4. As will be apparent from the proof of this lemma, the hypothesis that W is

diffeomorphic to a ball can be replaced by the assumption that there exists a regular relative

homotopy between u1 ◦ γ and u2 ◦ γ inside W , i.e. a smooth map F : (0, 1) × [0, 1] → W

such that F (s, 0) = u1 ◦ γ(s), F (s, 1) = u2 ◦ γ(s), F (s, t) = u1 ◦ γ(s) = u2 ◦ γ(s) for all

t ∈ [0, 1] and s ≈ 0, 1, and s 7→ F (s, t) is embedded for all t. In fact, if n > 2 (in dimension

at least 4), this last condition is not a restriction since it can be achieved by perturbing any

relative homotopy between u1 ◦ γ and u2 ◦ γ.

Lemma A.5. Let n > 3, let W ⊂ Cn be an open subset, diffeomorphic to a ball, en-

dowed with the standard symplectic structure ωst, let r > 0 and G = D(r) ⊂ C, and let

v1, v2 : G→W be smoothly embedded symplectic discs, v∗1ωst = v∗2ωst = ωst, which coincide

on a neighbourhood of the boundary ∂G ⊂ G. Then there exists a compactly supported

Hamiltonian function H : W × [0, 1] → R, such that on a neighbourhood of v1(∂G) we have

H(·, t) = 0 for every t, and such that for the time-1 map ψ of the flow of H, we have

ψ ◦ v1 = v2 on G. In other words, v1 can be Hamiltonianly isotopped to v2 inside W , while

being kept fixed near the boundary.

Although the lemmata A.2, A.3, A.5 can be found in [Gro86, EM02], we present in this

appendix their proofs, for the sake of completeness. The proofs of these lemmata are based

on a number of auxiliary lemmata which we describe in section A.1. Let us remark that

the proofs in the appendix are not always fully complete, and some of the technical details

are left to the reader.

A.1 Auxiliary lemmata and their proofs

The proofs of lemmata A.2, A.3 and A.5 use the following lemmata:

Lemma A.6. Let d > 4, let W ⊂ Rd be an open subset, diffeomorphic to a ball, and let

γ0, γ1 : [0, 1] → W be smooth embedded curves which coincide on a neighbourhood of the

endpoints of [0, 1]. Then there exists a smooth homotopy F : [0, 1] × [0, 1] → W such that

F (0, t) = γ0(t), F (1, t) = γ1(t) for t ∈ [0, 1], such that for some 0 < ǫ < 1/2 we have

F (s, t) = γ0(t) = γ1(t) for every s ∈ [0, 1] and t ∈ [0, ǫ] ∪ [1 − ǫ, 1], and such that for every

s ∈ [0, 1], the curve [0, 1] →W , t 7→ F (s, t) is smoothly embedded.

Proof. Without loss of generality we may assume that W is an open ball in Rd. The map

F ′ : [0, 1]× [0, 1] →W defined by F ′(s, t) = (1− s)γ0(t)+ sγ1(t), (s, t) ∈ [0, 1]× [0, 1], fulfils

all the needed requirements, except may be for the requirement that for every s ∈ [0, 1], the
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curve [0, 1] → W , t 7→ F ′(s, t) is smoothly embedded. However, using standard arguments

of general position, one can slightly perturb F ′ and obtain the needed smooth homotopy

F .

Lemma A.7. Let d > 5, let W ⊂ Rd be an open subset, diffeomorphic to a ball, let

γ : S1 →W be a smooth closed embedded curve, and let F : [0, 1]×S1 → W be a smooth map

such that for every u ∈ [0, 1], the curve S1 →W , t 7→ F (u, t) is smoothly embedded, and such

that F (0, t) = F (1, t) = γ(t). Then there exists a smooth map F̂ : [0, 1] × [0, 1] × S1 → W ,

such that we have F̂ (u, 0, t) = F̂ (0, s, t) = F̂ (1, s, t) = γ(t), F̂ (u, 1, t) = F (u, t) for every

u, s ∈ [0, 1] and t ∈ S1, and such that for any u, s ∈ [0, 1], the curve S1 → W , t 7→ F (u, s, t)

is smoothly embedded.

Proof. Without loss of generality we may assume that W is an open ball in Rd. The map

F̂ ′ : [0, 1]× [0, 1]×S1 →W defined by F̂ ′(u, s, t) = sF (u, t)+(1−s)γ(t), (s, t) ∈ [0, 1]× [0, 1],

fulfils all the needed requirements, except may be for the requirement that for every u, s ∈
[0, 1], the curve [0, 1] →W , t 7→ F̂ ′(u, s, t) is smoothly embedded. However, using standard

arguments of general position, one can slightly perturb F̂ ′ and obtain the needed smooth

map F̂ .

Lemma A.8. Let (M,ω) be a symplectic manifold, and let F : [0, 1] × [0, 1] → M be a

smooth map, such that for every s ∈ [0, 1], the curve [0, 1] → M , t 7→ F (s, t) is smoothly

embedded, such that for some 0 < ǫ < 1/2, we have F (s, t) = F (0, t) for (s, t) ∈ [0, 1] ×
([0, ǫ] ∪ [1 − ǫ, 1]), and moreover such that for every s0 ∈ [0, 1] the symplectic area of the

rectangle [0, s0] × [0, 1] → M , (s, t) 7→ F (s, t) is zero. Then there exists a Hamiltonian

function H :M× [0, 1] → R, H = H(x, s), with a Hamiltonian flow ψsH , s ∈ [0, 1], such that

we have ψsH(F (0, t)) = F (s, t), and moreover on some neighbourhood of {F (0, 0), F (0, 1)}
we have H(·, s) = 0 for every s ∈ [0, 1].

Proof. For every s ∈ [0, 1], look at the vector field Xs(F (s, t)) =
∂
∂sF (s, t), t ∈ [0, 1], along

the curve [0, 1] → M , t 7→ F (s, t). Denote by αs(F (s, t)) ∈ T ∗
F (s,t)M by αs|F (s,t)(·) =

ω(Xs(F (s, t)), ·). Then αs is a section of T ∗M above the curve [0, 1] → W , t 7→ F (s, t),

we have that αs vanishes near the endpoints of the curve, and that
∫ 1
0 αs(

∂
∂tF (s, t)) dt = 0.

Hence it is easy to see that at least locally, near any given point s0 ∈ [0, 1], for some

neighbourhood s0 ∈ I ⊂ [0, 1] of s0 in [0, 1], we can find a compactly supported function

HI : W × I → R, HI = HI(x, s), such that dxHI(F (s, t), s) = αs|F (s,t) for every (s, t) ∈
I × [0, 1], and such that HI = 0 on a neighbourhood of {F (0, 0), F (0, 1)}. But then we

can produce a “global” Hamiltonian function H : M × [0, 1] → R via a partition of unity.

That is, choose a covering of [0, 1] by sufficiently short intervals {Ij}j=1,...,m which are open

in [0, 1], and compactly supported functions HIj : M × I → R, HIj = HIj(x, s), such

that dxHIj(F (s, t), s) = αs|F (s,t) for every (s, t) ∈ Ij × [0, 1], and such that HIj = 0 on a

neighbourhood of {F (0, 0), F (0, 1)}. Then choose a smooth partition of unity κj : [0, 1] → R,

j = 1, . . . ,m, such that κj is compactly supported in Ij and such that
∑

j κj = 1 on [0, 1],

and define H : M × [0, 1] → R by H(x, s) =
∑

j κj(s)HIj(x, s). Then dxH(F (s, t), s) =

αs|F (s,t) for every (s, t) ∈ [0, 1]× [0, 1], and H = 0 on a neighbourhood of F ([0, 1]× {0, 1}).
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This means that the Hamiltonian vector field of H at time s, restricted to the curve [0, 1] →
W , t 7→ F (s, t), coincides with Xs, and therefore the Hamiltonian flow of H takes the curve

[0, 1] →W , t 7→ F (0, t) exactly through the homotopy F .

Lemma A.9. Let (M,ω) be a symplectic manifold, and let F̂ : [0, 1] × [0, 1] × S1 → M

be a smooth map, such that for every u0, s0 ∈ [0, 1], the curve S1 → M , t 7→ F̂ (u0, s0, t)

is smoothly embedded, and moreover the symplectic area of the cylinder [0, s0] × S1 →
M , (s, t) 7→ F̂ (u0, s, t) is zero. Then there exists a smooth family of compactly supported

Hamiltonian functions Hu : M × [0, 1] → R, Hu = Hu(x, s), u ∈ [0, 1] with Hamiltonian

flows ψsHu
, s ∈ [0, 1], such that we have ψsHu

(F̂ (u, 0, t)) = F̂ (u, s, t), and moreover the

following holds: if for some u0, s0 ∈ [0, 1] we have ∂
∂s F̂ (u0, s0, t) = 0 for any t ∈ S1, then

Hu0(x, s0) = 0 for every x ∈M .

Lemma A.10. Let (M,ω) be a symplectic manifold, and let F̂ : [0, 1]×[0, 1]×[0, 1] →M be a

smooth map, such that for every u, s ∈ [0, 1], the curve [0, 1] →M , t 7→ F̂ (u, s, t) is smoothly

embedded. Then there exists a smooth family ψu,s ∈ Ham(M,ω), u, s ∈ [0, 1] of com-

pactly supported Hamiltonian diffeomorphisms of M , such that we have ψu,s(F̂ (u, 0, t)) =

F̂ (u, s, t).

Lemma A.11. Let (M,ω) be a symplectic manifold, let r > 0 and G = D(r) ⊂ C, and let

v : [0, 1] × G → M , v(t, z) = vt(z) be a smooth isotopy of symplectic discs, i.e. v∗tω = ωst

on G for every t ∈ [0, 1]. Then there exists a compactly supported smooth Hamiltonian flow

ψt, t ∈ [0, 1] on M such that vt = ψt ◦ v0 for every t ∈ [0, 1].

Lemma A.12. Let (M,ω) be a symplectic manifold, let a > 0 and let Σ = S1 × [0, a]

be an annulus with the standard symplectic form ωst. Let v̂ : [0, 1] × [0, 1] × Σ → M ,

v̂(u, s, z) = v̂u,s(z) be a smooth map such that for each u, s ∈ [0, 1], the map Σ → M , z 7→
v̂u,s(z) is a smooth symplectic embedding, v̂∗u,sω = ωst. Then there exists a smooth family of

compactly supported Hamiltonian functions Hu : M × [0, 1] → R, Hu = Hu(x, s), u ∈ [0, 1]

with Hamiltonian flows ψsHu
, s ∈ [0, 1], such that we have ψsHu

(v̂(u, 0, z)) = v̂(u, s, z), and

moreover the following holds: if for some u0, s0 ∈ [0, 1] we have ∂
∂s v̂(u0, s0, z) = 0 for any

z ∈ Σ, then Hu0(x, s0) = 0 for every x ∈M .

The proofs of lemmata A.9, A.10, A.11 and A.12 are quite similar to the proof of

lemma A.8: first one can find the corresponding Hamiltonian function locally and then

use partition of unity to unify these “local” Hamiltonian functions. Therefore we omit the

proofs of lemmata A.9, A.10, A.11 and A.12.

A.2 Proofs of main lemmata

Let us turn to the proofs of lemmata A.2, A.3 and A.5.

Proof of lemma A.2: By the symplectic neighbourhood theorem, on a neighbourhood U1 of

v1(G) there exist local symplectic coordinates (x1, y1, . . . , xn, yn) = (z1, . . . , zn) such that

in these coordinates we have

U1 = {(x1, y1, . . . , xn, yn) | x21 + y21 < (r + ǫ)2, x2j + y2j < ǫ2 for 2 6 j 6 n},
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v1(x1, y1) = (x1, y1, 0, 0, . . . , 0, 0),

and on a neighbourhood U2 of v2(G) there exist local symplectic coordinates

(x1, y1, . . . , xn, yn) (we loosely use the same notation for these coordinates as well) such that

in these coordinates we have

U2 = {(x1, y1, . . . , xn, yn) | x21 + y21 < (r + ǫ)2, x2j + y2j < ǫ2 for 2 6 j 6 n},

v2(x1, y1) = (x1, y1, 0, 0, . . . , 0, 0),

where ǫ > 0 is small. In the sequel by p = (x1, y1, . . . , xn, yn) ∈ U1 (respectively, by

p = (x1, y1, . . . , xn, yn) ∈ U2) we will always mean that p is written in the local coordinates

of U1 (respectively, that p is written in the local coordinates of U2). It easily follows from the

Moser’s argument, that for some small 0 < δ < ǫ, there exists a Hamiltonian diffeomorphism

ψ′ ofM , such that ψ′(v1(0, 0)) = v2(0, 0), and such that for any p = (x1, y1, . . . , xn, yn) ∈ U1

with x2j + y2j < δ2, j = 1, . . . , n, we have ψ′(p) = (x1, y1, . . . , xn, yn) ∈ U2. Now choose a

smooth immersion f : G → D(δ) with f∗ω = ωst, and define two smooth families of

discs v1,t, v2,t : G → M , t ∈ [0, π/2), by v1,t(z) = (cos(t)z, sin(t)f(z), 0, . . . , 0) ∈ U1 and

v2,t(z) = (cos(t)z, sin(t)f(z), 0, . . . , 0) ∈ U2. We have v∗1,tω = v∗2,tω = ωst, t ∈ [0, π/2).

Moreover we have v1,π/2−δ/r(G) ⊂ {(x1, y1, . . . , xn, yn) ∈ U1 | x2j + y2j < δ2 for 1 6 j 6 n},
v2,π/2−δ/r(G) ⊂ {(x1, y1, . . . , xn, yn) ∈ U1 | x2j + y2j < δ2 for 1 6 j 6 n}, and hence

ψ′ ◦ v1,π/2−δ/r = v2,π/2−δ/r, so there exists a compactly supported Hamiltonian isotopy of

M which takes v1,π/2−δ/r to v2,π/2−δ/r. By lemma A.11, there exists a compactly supported

Hamiltonian isotopy of M which takes v1,0 = v1 to v1,π/2−δ/r, and there exists another

compactly supported Hamiltonian isotopy of M which takes v2,0 = v2 to v2,π/2−δ/r. So,

finally, the discs v1 and v2 are isotopic via a compactly supported Hamiltonian isotopy of

M . �

Proof of lemma A.3: First of all, without loss of generality we may assume that γ(t) = (t, 0)

for t ∈ [0, 1]. We first take care of the absolute situation (a). We divide the construction

of the Hamiltonian H into two steps. At the first step we find a Hamiltonian isotopy that

brings the map v1 to a map v′1 which coincides with v2 on γ([0, 1]). The second step provides

a Hamiltonian isotopy between v1 and a map v′′1 which coincides with v2 on a neighbourhood

of γ([0, 1]). We then explain how the proof of (a) readily implies the proper case (b).

(a) Step I

By lemma A.6, we can find a smooth homotopy F : [0, 1] × [0, 1] → W such that F (0, t) =

v1 ◦ γ(t), F (1, t) = v2 ◦ γ(t) for t ∈ [0, 1], such that for some 0 < ǫ < 1/2 we have

F (s, t) = v1 ◦ γ(t) = v2 ◦ γ(t) for every s ∈ [0, 1] and t ∈ [0, ǫ] ∪ [1− ǫ, 1], and such that for

every s ∈ [0, 1], the curve [0, 1] → W , t 7→ F (s, t) is smoothly embedded. After making a

C0 small perturbation of F on [0, 1] × (ǫ/3, ǫ/2), we may assume that for all s ∈ [0, 1], the

λ-actions of the curves [0, 1] → W , t 7→ F (s, t) are equal, and moreover that we still have

that F (0, t) = v1 ◦ γ(t), F (1, t) = v2 ◦ γ(t) for t ∈ [0, 1], and that the curve [0, 1] → W ,

t 7→ F (s, t) is smoothly embedded.
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Remark A.13. One possible way to do this is as follows. We have F (s, t) = v1 ◦ γ(t) =
v2 ◦ γ(t) for t ∈ [0, ǫ]. Since v1 ◦ γ is smoothly embedded, one can find local symplectic

coordinates (x1, y1, . . . , xn, yn) on a neighbourhood U of v1 ◦ γ((0, ǫ)), such that in these

coordinates U = (0, ǫ)×(−δ, δ)×D(δ)×n−1 , and v1◦γ(t) = (t, 0, 0, . . . , 0) for t ∈ (0, ǫ), where

δ > 0 is a small positive number. Now fix a non-negative smooth function κ : (0, ǫ) → R,

not identically 0, such that Supp (κ) ⊂ (ǫ/3, ǫ/2), and such that ‖κ‖∞ is small enough.

Let ν : [0, 1] → R be a smooth function, which will be specified later. Now we define

F ′ : [0, 1] × [0, 1] → M by F ′(s, t) = F (s, t) for (s, t) ∈ [0, 1] × ({0} ∪ [ǫ, 1]), and by

F ′(s, t) = (t, 0, κ(t) cos(ν(s)t), κ(t) sin(ν(s)t), 0, 0, . . . , 0, 0), for (s, t) ∈ [0, 1] × (0, ǫ), where

the latter equality is written in the chosen local coordinates on U . We have ω(F ′|[0,s]×[0,1]) =

ω(F ′|[0,s]×[0,ǫ])+ω(F
′|[0,s]×[ǫ,1]) = ω(F ′|[0,s]×[0,ǫ])+ω(F |[0,s]×[0,1]) =

1
2(ν(0)−ν(s))

∫ ǫ
0 κ

2(t)dt+

ω(F |[0,s]×[0,1]), where the latter equality follows from a simple computation. Hence if we

define the function ν to be ν(s) = 2ω(F |[0,s]×[0,1])/(
∫ ǫ
0 κ

2(t)dt), for s ∈ [0, 1], then we get

ω(F ′|[0,s]×[0,1]) = 0 for every s ∈ [0, 1]. Now replace F by F ′.

Now, by lemma A.8 one can find a compactly supported Hamiltonian H ′ :W×[0, 1] → R

such that on some neighbourhood of {F (0, 0), F (0, 1)} we have H ′(·, s) = 0 for every

s ∈ [0, 1], and such that the time-1 map ψ′ of H ′ satisfies ψ′ ◦ F (0, t) = F (1, t), for ev-

ery t ∈ [0, 1]. Hence denoting v′1 := ψ′ ◦ v1, we get that v′1 = v2 on γ([0, 1]) and moreover

v′1 = v2 on a neighbourhood of the endpoints {z1, z2}.

(a) Step II

Recall that γ(t) = (t, 0) for t ∈ [0, 1], and denote by γ̂ the curve γ̂ : [0, 1] → W ,

γ̂(t) = v′1 ◦ γ(t) = v2 ◦ γ(t). Define X ′
0(γ̂(t)) = ∂

∂yv
′
1(t, 0), X

′
1(γ̂(t)) = ∂

∂yv2(t, 0) and

Y (γ̂(t)) = ∂
∂xv

′
1(t, 0) =

∂
∂xv2(t, 0) (here v

′
1 = v′1(x, y), v2 = v2(x, y), where (x, y) ∈ V ⊂ R2),

so that X ′
0,X

′
1, Y are vector fields along the curve γ̂. Since v′1, v2 are symplectic, we get

that ωst(Y,X
′
0) = ωst(Y,X

′
1) = 1 at each point γ̂(t), for t ∈ [0, 1]. Hence if we define

X ′
s = (1 − s)X ′

0 + sX ′
1 for s ∈ [0, 1], then ωst(Y,X

′
s) = 1 at each point γ̂(t), for t ∈ [0, 1].

Hence it is not hard to see that for some neighbourhood G′ ⊃ γ([0, 1]), G′ ⊂ G, such that G′

is a topological disc bounded by a closed smooth simple curve, there exists a smooth family

of smooth symplectic maps ws : G′ → W , w∗
sωst = ωst, s ∈ [0, 1], such that on the union of

γ([0, 1]) with a neighbourhood of {z1, z2} we have ws = v′1 = v2 for every s ∈ [0, 1], such that

w0 = v′1 and w1 = v2 on a neighbourhood of γ([0, 1]), and such that ∂
∂yws(t, 0) = X ′

s(γ̂(t)),
∂
∂xws(t, 0) = Y (γ̂(t)), for each s, t ∈ [0, 1]. This family ws can be realized as follows: write

v′1(t, y) = γ̂(t) + yX ′
0(γ̂(t)) + R′(t, y) and v2(t, y) = γ̂(t) + yX ′

1(γ̂(t)) + R2(t, y), where

R′(t, y), R2(t, y) ∈ O(|y|2). Then w̃s(t, y) := γ̂(t) + yX ′
s(γ̂(t)) + sR2(y, t) + (1 − s)R′(y, t)

interpolates between v′1 and v2. Moreover, the restriction of ws to a sufficiently small neigh-

bourhood G′ of γ is symplectic in the sense that w∗
sωst is an area form, but it does not

verify yet that w∗
sωst = ωst. This last point is achieved by a source reparametrization, and

by changing G′ to a smaller neighbourhood if necessary (applying a parametric version of

the Moser’s trick).

Now we apply lemma A.11 to conclude that there exists a compactly supported Hamil-

tonian function H ′′ : W × [0, 1] → R whose Hamiltonian flow isotopes w0 to w1 through

42



the family ws, s ∈ [0, 1]. The points on the image by v′1 of the union of γ([0, 1]) with a

neighbourhood of {z1, z2}, stay fixed under the flow of H ′′. This implies that H ′′(·, s) is

constant and its differential is zero on the image by v′1 of the union of γ([0, 1]) with a neigh-

bourhood of {z1, z2}, at each time s ∈ [0, 1]. Without loss of generality we may assume

that H ′′(·, s) and its differential are zero on the image by v′1 of the union of γ([0, 1]) with a

neighbourhood of {z1, z2}, at each time s ∈ [0, 1] (if not, then we can achieve this by adding

to H ′′ a function depending solely on time and then making a cutoff outside the union of

the images of ws, s ∈ [0, 1]). But then if we multiply H ′′ by a function which equals 1

on the complement of a small neighbourhood of {v′1(z1), v′1(z2)}, and equals 0 on a smaller

neighbourhood of {v′1(z1), v′1(z2)}, the time-s map of the flow of the resulting Hamiltonian

function H̃ ′′ still maps w0 to ws, but we moreover have that H̃ ′′ = 0 on a neighbourhood

of {v′1(z1), v′1(z2)} = {v1(z1), v1(z2)} = {v2(z1), v2(z2)}. Finally, the concatenation of the

flows of H ′ and H̃ ′′ give us the desired Hamiltonian flow.

(b) First, choose 0 < ǫ < 1/2 such that v1 = v2 on a neighbourhood of γ((0, ǫ] ∪ [1− ǫ, 1)).

Then, similarly as in the proof of the absolute case (a), by applying lemma A.6 we can find

a smooth homotopy F : [0, 1]×[ǫ, 1−ǫ] →W , such that F (0, t) = v1◦γ(t), F (1, t) = v2◦γ(t)
for t ∈ [ǫ, 1 − ǫ], such that for some 0 < δ < 1/2 − ǫ we have F (s, t) = v1 ◦ γ(t) = v2 ◦ γ(t)
for s ∈ [0, 1] and t ∈ [ǫ, ǫ+ δ] ∪ [1− ǫ− δ, 1 − ǫ], and such that for each s ∈ [0, 1] the curve

[ǫ, 1− ǫ] → W , t 7→ F (s, t) is smoothly embedded. Then, since we are in dimension 2n > 4,

after slightly perturbing F we may assume that ImF ∩ v1 ◦ γ((0, ǫ) ∪ (1− ǫ, 1)) = ∅. More-

over, similarly as in the proof of the absolute case (a), after performing one more C0-small

perturbation of F near t = ǫ, 1 − ǫ, we may in addition assume that the actions of curves

[ǫ, 1− ǫ] →W , t 7→ F (s, t) are all equal, when s ∈ [0, 1]. Now, by the proof of the absolute

case (a), we can find a compactly supported Hamiltonian function H̃ : W × [0, 1] → R, such

that on a neighbourhood of {v1 ◦γ(ǫ), v1 ◦γ(1− ǫ)} we have H̃(·, s) = 0 for all s ∈ [0, 1], and

such that ϕ1
H̃
◦v1 = v2 on a neighbourhood of γ([ǫ, 1−ǫ]), where ϕ1

H̃
is the time-1 map of the

Hamiltonian flow generated by H̃. Choose sufficiently small neighbourhoodsW ′ ⋐W ′′ ⋐W

of ImF , such that H̃(·, s) = 0 on a neighbourhood of v1 ◦ γ((0, ǫ] ∪ [1− ǫ, 1)) ∩W ′′, for all

s ∈ [0, 1]. Then any (W ′,W ′′) cut-off of H̃ gives a desired Hamiltonian function. �

Proof of lemma A.5: Choose a 1-form λ which is a primitive of ω on W , dλ = ω. We divide

the proof into two steps. In the first step we find a Hamiltonian flow that takes the disc

v1 to the disc v2 while the boundary of the disc is being kept fixed. In the second step

we correct the Hamiltonian flow from the first step so that now a neighbourhood of the

boundary is being kept fixed during the isotopy.

Step I

By lemma A.2, there exists a compactly supported Hamiltonian isotopy ϕu, u ∈ [0, 1] of

W , such that ϕ1 ◦ v1 = v2. Define a map F : [0, 1]× S1 →W by F (u, t) = ϕu(v1(t)), while

here we identify S1 ∼= ∂G. Denote γ(t) := F (0, t) = F (1, t) for every t ∈ S1. Our aim is
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to find a smooth path Φu, u ∈ [0, 1] of compactly supported Hamiltonian diffeomorphisms

of W such that Φu(γ(t)) = F (u, t) for every u ∈ [0, 1], t ∈ S1, such that we moreover have

Φ0 = Φ1 = id. Provided that we have such Φu, u ∈ [0, 1], we can define the Hamiltonian

flow ψu1 = (Φu)−1 ◦ ϕu, and then we have ψ1
1 ◦ v1 = v2 and ψu1 (v1(z)) = v1(z) = v2(z) for

every u ∈ [0, 1] and z ∈ ∂G.

First, use lemma A.7 to find a smooth map F̂ : [0, 1] × [0, 1] × S1 → W such that we

have F̂ (u, 0, t) = F̂ (0, s, t) = F̂ (1, s, t) = γ(t), F̂ (u, 1, t) = F (u, t) for every u, s ∈ [0, 1] and

t ∈ S1, and such that for any u, s ∈ [0, 1], the curve S1 → W , t 7→ F (u, s, t) is smoothly

embedded. After slightly perturbing F̂ , we may assume that we moreover have that for

every u, s ∈ [0, 1], the λ-action of the curve S1 → W , t 7→ F̂ (u, s, t), equals the λ-action

of γ, or in other words that for every u0, s0 ∈ [0, 1], the symplectic area of the cylinder

[0, s0]× S1 →W , (s, t) 7→ F̂ (u0, s, t) equals zero.

Remark A.14. One possible way to obtain such a perturbation is as follows. Choose a

closed arc I ⊂ S1, and apply lemma A.10 to the restriction of F̂ |[0,1]×[0,1]×I . We obtain

a smooth family ψu,s ∈ Ham(W,ω), u, s ∈ [0, 1] of compactly supported Hamiltonian dif-

feomorphisms of W , such that we have ψu,s(γ(t)) = ψu,s(F̂ (u, 0, t)) = F̂ (u, s, t) for every

(u, s, t) ∈ [0, 1] × [0, 1] × I. If we define F̂ ′ : [0, 1] × [0, 1] × I → W by F̂ ′(u, s, t) =

ψ−1
u,s ◦ F̂ (u, s, t), then we have F̂ ′(u, s, t) = γ(t) for every (u, s, t) ∈ [0, 1] × [0, 1] × I. But

now, using the fact that all the curves S1 →W , t 7→ F̂ ′(u, s, t) coincide with the curve γ on

I, we can perturb F̂ ′ similarly to a perturbation scheme which was done in Remark A.13,

and obtain a new map F̂ ′′ : [0, 1] × [0, 1] × S1 → W such that for every u, s ∈ [0, 1], the

curve S1 → W , t 7→ F̂ ′′(u, s, t) is smoothly embedded and has the same λ-action as γ,

and moreover such that for any u, s ∈ [0, 1] for which the λ-action of the curve S1 → W ,

t 7→ F̂ ′(u, s, t) already equals the λ-action of γ, we have F̂ ′′(u, s, t) = F̂ ′(u, s, t) for all

t ∈ [0, 1]. Then the map [0, 1] × [0, 1] × S1 → W , (u, s, t) 7→ ψu,s ◦ F̂ ′′(u, s, t) is a desired

perturbation of F̂ .

Now we apply lemma A.9 to obtain a smooth family of Hamiltonian functions Hu :

W × [0, 1] → R, Hu = Hu(x, s), u ∈ [0, 1] with Hamiltonian flows ψsHu
, s ∈ [0, 1], such

that we have ψsHu
(F̂ (u, 0, t)) = F̂ (u, s, t), and moreover the following holds: if for some

u0, s0 ∈ [0, 1] we have ∂
∂s F̂ (u0, s0, t) = 0 for any t ∈ S1, then Hu0(x, s0) = 0 for every x ∈M .

But this implies that ψ1
H0

= ψ1
H1

= id, and if we set Φu := ψ1
Hu

, and define the Hamiltonian

flow ψu1 = (Φu)−1 ◦ ϕu, then we get ψ1
1 ◦ v1 = v2 on G, and ψu1 (v1(z)) = v1(z) = v2(z) for

every u ∈ [0, 1] and z ∈ ∂G.

Step II

This step is analogical to the step II in the proof of lemma A.3. Consider the coor-

dinates ρ ∈ [0, r), t ∈ S1 ∼= R/2πZ on G \ {0} such that for z ∈ G \ {0} we have

z = (r − ρ)t, and look at v1 = v1(ρ, t), v2 = v2(ρ, t). Define vector fields Xu,0(γ(t)) =
∂
∂ρψ

u
1 ◦ v1(0, t), Xu,1(γ(t)) = ∂

∂ρv1(0, t) = ∂
∂ρv2(0, t) and Y (γ(t)) = ∂

∂tv1(0, t) = ∂
∂tv2(0, t),

so that Xu,0,Xu,1, Y are vector fields along the curve γ. Since ψu1 ◦ v1, v2 are symplectic,

we get that ωst(Y,Xu,0) = ωst(Y,Xu,1) = 1 at each point γ(t) for t ∈ S1. If we define

Xu,s = (1 − s)Xu,0 + sXu,1 for s ∈ [0, 1], then ωst(Y,Xu,s) = 1 at each point γ(t) for
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t ∈ S1, and moreover X0,s = X1,s = X0,0 for every s ∈ [0, 1]. Hence it is not hard to

see that for some neighbourhood G′ of ∂G, G′ ⊂ G, such that G′ is a topological annulus

bounded by a smooth simple curve in G and ∂G, there exists a smooth family of smooth

symplectic embeddings v̂u,s : G′ → W , v̂u,s(z) = v̂(u, s, z), v̂∗u,sωst = ωst, u, s ∈ [0, 1], such

that v̂u,s(0, t) = γ(t) for all t ∈ S1, u, s ∈ [0, 1], such that v̂0,s = v̂1,s = v1 = v2 on G′

for each s ∈ [0, 1], and such that ∂
∂ρ v̂u,s(0, t) = Xu,s(γ(t)) for each t ∈ S1. Now apply-

ing lemma A.12, we find a smooth family of compactly supported Hamiltonian functions

Hu : W × [0, 1] → R, Hu = Hu(x, s), u ∈ [0, 1] with Hamiltonian flows ψsHu
, s ∈ [0, 1],

such that we have ψsHu
(v̂(u, 0, z)) = v̂(u, s, z), and moreover the following holds: if for some

u0, s0 ∈ [0, 1] we have ∂
∂s v̂(u0, s0, z) = 0 for any z ∈ V ′, then Hu0(x, s0) = 0 for every

x ∈ W . If we now define the Hamiltonian flow ψu2 : W → W by ψu2 = ψ1
Hu

◦ ψu1 , then we

get that ψ1
2 ◦ v1 = v2 on G, and ψu2 (v1(z)) = v1(z) = v2(z) for every u ∈ [0, 1] and z ∈ G′.

Let H2 : W × [0, 1] → R, H2 = H2(x, u) be the compactly supported Hamiltonian function

of the flow ψu2 . Since the points of v1(G′) stay fixed under the flow ψu2 , the differential of

H2(·, u) vanishes at each point of v1(G′), in particular H2(·, u) is constant on v1(G′), for

each u ∈ [0, 1]. After adding to H2 a function depending solely on time, and making a

cutoff outside ∪t∈[0,1]ψt2(v1(G)), if necessary, we may without loss of generality moreover

assume that H2(·, u) = 0 on v1(G′), for each u ∈ [0, 1]. Finally, if we make a cutoff of

the Hamiltonian function H2, multiplying it by a function on W which equals 1 outside a

small neighbourhood of u1(∂G) and equals 0 on a smaller neighbourhood of u1(∂G), then

we obtain a Hamiltonian function H : W × [0, 1] → R, H = H(x, u) with a Hamiltonian

flow ψu, u ∈ [0, 1], such that on a neighbourhood of v1(∂G) we have H(·, u) = 0 for every

u ∈ [0, 1], and such that for the time-1 map ψ1 of the flow ofH, we have ψ1◦v1 = v2 on G. �

B Relations between questions . . .

Lemma B.1. Every smooth submanifold of a symplectic manifold has a dense relatively

open subset which is a union of symplectically homogeneous relatively open subsets.

Proof: Let X ⊂M be a smooth submanifold of a symplectic manifold (M,ω). It is enough

to show that for every relatively open U ⊂ X there exists relatively open symplectically

homogeneous subset V ⊂ U . To show the latter, choose a point x0 ∈ U such that the

dimension of the kernel of ω in Tx0X is minimal. Since for x ∈ U , the dimension of the

kernel of ω in TxX is an upper semi-continuous function of x, it is enough to take V to be

a small relatively open neighbourhood of x0 in U . �

Lemma B.2. We have an affirmative answer to question 3 for given X ⊂M provided that

for each relatively open Y ⊂ X × S2 we have a positive answer to question 1’ for Y inside

M × S2. In particular, the same is true for question 1 instead of question 1’.

Proof: First of all, it is enough to show that for given X ⊂ M , if for every relatively open
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Y ⊂ X we have a positive answer to question 1’ for Y inside M , then for any symplectic

homeomorphism h :M →M ′ such that X ′ = h(X) ⊂ M ′ is smooth submanifold and such

that the restriction h|X : X → X ′ is a diffeomorphism, the restriction is either symplectic

or antisymplectic. Indeed, assume that we have shown this, and let X ⊂ M satisfy the

assumptions of the lemma. Let h : M → M ′ be a symplectic homeomorphism, such that

h(X) = X ′ ⊂M ′ is a smooth submanifold and such that h|X : X → X ′ is a diffeomorphism.

Define the symplectic homeomorphism

ĥ : M × S2 −→ M ′ × S2

(x, z) 7−→ (h(x), z).

Since the assumptions of the lemma are satisfied, ĥ(X × S2) = X ′ × S2 ⊂ M ′ × S2 is a

smooth submanifold, and the restriction ĥ|X×S2 : X×S2 → X ′×S2 is a diffeomorphism, we

conclude that the restriction is either symplectic or antisymplectic. However, since ĥ|X×S2

acts as the identity on the S2-factor, the only possibility is that ĥ|X×S2 is symplectic.

Therefore h|X : X → X ′ is symplectic.

By lemma B.1, X has a dense open subset which is a union of symplectically homo-

geneous relatively open subsets. Since it is enough to show that h is either symplectic or

antisymplectic on this dense open subset, we may assume without loss of generality that

X is itself a symplectically homogeneous submanifold. By our assumptions, X and X ′ are

symplectomorphic, hence X ′ is also symplectically homogeneous, having the same dimen-

sion and symplectic co-rank as X. Now, for given x0 ∈ X and for x′0 = h(x0) ∈ X ′ we need

to show that the differential of h|X : X → X ′ at x0 is either symplectic or antisymplectic.

There is a symplectic embedding i : B →M of a small ball B ⊂ R2n centred at the origin,

and a symplectic embedding i′ : B′ → M of a small ball B′ ⊂ R2n centred at the origin,

such that i(0) = x0, i
′(0) = x′0, and such that i−1(X) = B ∩ L and i′−1(X ′) = B′ ∩ L,

where L = {(x1, y1, . . . , xn, yn) | xm+1 = . . . = xn = ym+r+1 = . . . = yn = 0} ⊂ R2n. Let

us identify B with i(B) via i and identify B′ and i′(B′) via i′. Denote the differential of

h : X → X ′ at x0 by A, and we may think of A as a linear map A : L → L. Now fix some

smooth strictly convex bounded open set K ⊂ L. Take ǫ > 0 small enough, and consider

Y = ǫK ⊂ X. By our assumption, Y is symplectomorphic to Y ′ = h(Y ) ⊂ X ′, i.e. there

exists a symplectic diffeomorphism f : Y → Y ′. Moreover, Y is strictly convex, and since ǫ

is small and h|X : X → X ′ is a diffeomorphsim, it follows that the intersection of each of

the leaves of the characteristic foliation of X with Y is connected, and that the intersection

of each of the leaves of the characteristic foliation of X ′ with Y ′ is connected. Hence it fol-

lows that f on Y has the form f(z, t) = (ϕ(z), ψ(z, t)), where z = (x1, y1, . . . , xm, ym),

t = (ym+1, . . . , ym+r), and ϕ is a symplectomorphism from πz(Y ) onto πz(Y
′), where

πz : L→ R2m×{0r} is the orthogonal projection. In particular, πz(Y ) and πz(Y
′) are sym-

plectomorphic. If we choose any symplectic capacity c, it follows that c(πz(Y )) = c(πz(Y
′)).

But we have limǫ→0
c(πz(Y ))

ǫ2
= c(πz(K)) and limǫ→0

c(πz(Y ′))
ǫ2

= c(πz(A(K))). Hence it fol-

lows that c(πz(K)) = c(πz(A(K))) for any strictly convex bounded open body with smooth

boundary K ⊂ L. By continuity, we conclude that c(πz(K)) = c(πz(A(K))) for any convex

bounded open body K ⊂ L. From here it is easy to show that A : L → L is either a

symplectic or an antisymplectic linear map, and we leave this to the reader. �
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Lemma B.3. For given X ⊂ M , a positive answer to question 4’ implies positive answer

to question 3. In particular, for given X ⊂ M , a positive answer to question 4 implies

positive answer to question 3.

Proof: It is clearly enough to show the following generalisation of the Eliashberg-Gromov

theorem: if X ⊂M , X ′ ⊂M ′ are smooth submanifolds, and fk : X → X ′, k = 1, 2, . . . is a

sequence of symplectic diffeomorphisms, that C0-converge to a diffeomorphism f : X → X ′,

then f is symplectic. Let us show this. By lemma B.1, X and X ′ have dense subsets, each of

which is a union of symplectically homogeneous relatively open subsets. Hence it is enough

to show that if U ⊂ X, U ′ ⊂ X ′ are relatively open connected symplectically homogeneous

subsets, such that f(U) ⋐ U ′, then the restriction f|U : U → U ′ is a symplectic embedding.

We have fk(U) ⋐ U ′ for large k, hence U and U ′ has the same symplectic co-rank. It is

enough to show that for given x0 ∈ U , f is symplectic near x0. Denote x′0 = f(x0). There

is a symplectic embedding i : B → M of a small ball B ⊂ R2n centred at the origin, and

a symplectic embedding i′ : B′ → M of a small ball B′ ⊂ R2n centred at the origin, such

that i(0) = x0, i
′(0) = x′0, and such that i−1(U) = B ∩ L and i′−1(U ′) = B′ ∩ L, where

L = {(x1, y1, . . . , xn, yn) | xm+1 = . . . = xn = ym+r+1 = . . . = yn = 0} ⊂ R2n. Let us

identify B with i(B) via i and identify B′ and i′(B′) via i′. Since fk are symplectic, on

some small neighbourhood 0 ∈ V ⊂ L they have the form fk(z, t) = (ϕk(z), ψk(z, t)), where

z = (x1, y1, . . . , xm, ym), t = (ym+1, . . . , ym+r), and ϕk are symplectic embeddings from

πz(V ) into R2m, where πz : L → R2m × {0r} is the orthogonal projection. Since the se-

quence fk C0-converges to f , it follows that f on V also has the form f(z, t) = (ϕ(z), ψ(z, t)),

where the sequence of embeddings ϕk C0 converges to ϕ. Now the statement follows from

the proof of the Eliashberg-Gromov theorem. �
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Texts: Basler Lehrbücher. 1994.
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